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Financial incentives must disburse federal funds for energy production—mandates and regulations are indirect incentive—that crushes limits

Webb, sessional lecture – Faculty of Law @ University of Ottawa, ‘93
(Kernaghan, 31 Alta. L. Rev. 501)

One of the obstacles to intelligent discussion of this topic is the tremendous potential for confusion about what is meant by several of the key terms involved. In the hopes of contributing to the development of a consistent and precise vocabulary applying to this important but understudied area of regulatory activity, various terms are defined below. In this paper, "financial incentives" are taken to mean disbursements18 of public funds or contingent commitments to individuals and organizations, intended to encourage, support or induce certain behaviours in accordance with express public policy objectives. They take the form of grants, contributions, repayable contributions, loans, loan guarantees and insurance, subsidies, procurement contracts and tax expenditures.19 Needless to say, the ability of government to achieve desired behaviour may vary with the type of incentive in use: up-front disbursements of funds (such as with contributions and procurement contracts) may put government in a better position to dictate the terms upon which assistance is provided than contingent disbursements such as loan guarantees and insurance. In some cases, the incentive aspects of the funding come from the conditions attached to use of the monies.20 In others, the mere existence of a program providing financial assistance for a particular activity (eg. low interest loans for a nuclear power plant, or a pulp mill) may be taken as government approval of that activity, and in that sense, an incentive to encourage that type of activity has been created.21 Given the wide variety of incentive types, it will not be possible in a paper of this length to provide anything more than a cursory discussion of some of the main incentives used.22 And, needless to say, the comments made herein concerning accountability apply to differing degrees depending upon the type of incentive under consideration. By limiting the definition of financial incentives to initiatives where public funds are either disbursed or contingently committed, a large number of regulatory programs with incentive effects which exist, but in which no money is forthcoming,23 are excluded from direct examination in this paper. Such programs might be referred to as indirect incentives. Through elimination of indirect incentives from the scope of discussion, the definition of the incentive instrument becomes both more manageable and more particular. Nevertheless, it is possible that much of the approach taken here may be usefully applied to these types of indirect incentives as well.24 Also excluded from discussion here are social assistance programs such as welfare and ad hoc industry bailout initiatives because such programs are not designed primarily to encourage behaviours in furtherance of specific public policy objectives. In effect, these programs are assistance, but they are not incentives.

Vote Neg—plethora of bidirectional mechanisms impact energy markets in ways that could increase production—only direct financial disbursements for increased production create a predictable and manageable topic—prerequisite to negative ground and preparation

EIA, Energy Information Administration, Office of Energy Markets and End Use, U.S. DOE, ‘92
(“Federal Energy Subsidies: Direct and Indirect Interventions in Energy Markets,” ftp://tonto.eia.doe.gov/service/emeu9202.pdf)

In some sense, most Federal policies have the potential to affect energy markets. Policies supporting economic stability or economic growth have energy market consequences; so also do Government policies supporting highway development or affordable housing. The interaction between any of these policies and energy market outcomes may be worthy of study. However, energy impacts of such policies would be incidental to their primary purpose and are not examined here. Instead, this report focuses on Government actions whose prima facie purpose is to affect energy market outcomes, whether through financial incentives, regulation, public enterprise, or research and development.
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Venture capital shifting away from renewables to grid modernization now
NBC 12 [Dinah Wisenberg Brin, award-winning writer with a strong background producing financial, healthcare, government news, “Clean Tech Investing Shifts, With Lower-Cost Ventures Gaining Favor” March 1, http://www.cnbc.com/id/46222448/Clean_Tech_Investing_Shifts_With_Lower_Cost_Ventures_Gaining_Favor]

For many investors, that change means shifting funds from capital-intensive alternative-energy technologies, such as solar panels, to lower-cost ventures focused on energy efficiency and “smart grid” technologies that automate electric utility operations.¶ “We continue to be very optimistic about things like the smart grid and the infusion of information technologies and software services” into old lines like electricity, agriculture and the built environment," says Steve Vassallo, general partner in Foundation Capital. “We’re very bullish on what I would consider the nexus of information technology and clean tech.”¶ Foundation, based in Menlo Park, Calif., reflects this in investments such as Sentient Energy Inc., a smart-grid monitoring company that allows utilities to remotely find power outages, and Silver Spring Networks, which provides utilities a wireless network for advanced metering and remote service connection.¶ Another holding, EnerNOC [ENOC 10.13 -0.22 (-2.13%) ], a demand-response business with technology to turn off noncritical power loads during peak periods, went public in 2007.¶ EMeter, a one-time Foundation investment, was recently acquired by Siemens Industry [SI 93.09 0.23 (+0.25%) ].¶ To be sure, investors have not abandoned costlier technologies with longer-term horizons, but many — put off, in part, by last year’s bankruptcy and shutdown of solar power firm Solyndra — now favor smaller infusions in businesses with a quicker potential payoff.¶ Rob Day, partner in Boston-based Black Coral Capital, says his cleantech investment firm maintains some solar holdings, but he sees a shift from an emphasis on those types of plays to more “intelligence-driven, software-driven, web-driven businesses.” These technologies can be used to improve existing businesses, he says.¶ One Black Coral smart-technology investment is Digital Lumens of Boston, which makes high-efficiency, low-cost LED lighting for warehouses and factories. Software and controls are embedded in the fixtures, which can cut lighting bills by 90 percent, providing customers a two-year payback, says Day. ¶ U.S. venture capital investment in cleantech companies hit $4.9 billion last year, down 4.5 percent in dollar terms but flat in the number of transactions, according to Ernst & Young LLP, which analyzed data from Dow Jones VentureSource. Cleantech companies raised 29 percent more capital last year than in 2009, E&Y said recently.¶ Most of that decline, however, came from less investment in sectors that were once hot.¶ Investment in energy and electric generation, including solar businesses, fell 5 percent to $1.5 billion, while that of industry products and services companies plunged 34 percent to $1 billion, according to E&Y's analysis of equity investments from venture capital firms, corporations and individuals.¶ The energy efficiency category leads the diverse industry in deals with 78 transactions worth $646.9 million. Energy-storage companies raised $932.6 million, a 250 percent increase and 47 percent deal increase.¶

Plan reverses that 

De Rugy 12

Veronica, Testimony Before the House Committee on Oversight and Government Reform.  Dr.de Rugy received her MA in economics from the University of Paris IX-Dauphine and her PhD in economics from the University of Paris 1Pantheon-Sorbonne. She is a senior research fellow at the Mercatus Center at George Mason University. Her primary research interests include the U.S. economy, federal budget, homeland security, taxation, tax competition, and financial privacy issues. Her popular weekly charts, published by the Mercatus Center, address economic issues ranging from lessons on creating sustainable economic growth to the implications of government tax and fiscal policies. 

http://mercatus.org/publication/assessing-department-energy-loan-guarantee-program
3. Mal-investments Loan guarantee programs can also have an impact on the economy beyond their cost to taxpayers. Mal-investment—the misallocation of capital and labor—may result from these loan guarantee programs. In theory, banks lend money to the projects with the highest probability of being repaid. These projects are often the ones likely to produce larger profits and, in turn, more economic growth. However, considering that there isn’t an infi- nite amount of capital available at a given interest rate, loan guarantee programs could displace resources from non-politically motivated projects to politically motivated ones. Think about it this way: When the government reduces a lender’s exposure to fund a project it wouldn’t have funded otherwise, it reduces the amount of money available for projects that would have been viable without subsidies. This government involvement can distort the market signals further. For instance, the data shows that private investors tend to congregate toward government guarantee projects, independently of the merits of the projects, taking capital away from unsubsidized projects that have a better probability of success without subsidy and a more viable business plan. As the Government Accountability Office noted, “Guarantees would make projects [the federal government] assists financially more attractive to private capital than conservation projects not backed by federal guarantees. Thus both its loans and its guarantees will siphon private capital away.”[26] This reallocation of resources by private investors away from viable projects may even take place within the same industry—that is, one green energy project might trade off with another, more viable green energy project. More importantly, once the government subsidizes a portion of the market, the object of the subsidy becomes a safe asset. Safety in the market, however, often means low return on investments, which is likely to turn venture capitalists away. As a result, capital investments will likely dry out and innovation rates will go down.[27] In fact, the data show that in cases in which the federal government introduced few distortions, private inves- tors were more than happy to take risks and invest their money even in projects that required high initial capital requirements. The Alaska pipeline project, for instance, was privately financed at the cost of $35 billion, making it one of the most expensive energy projects undertaken by private enterprise.[28] The project was ultimately aban- doned in 2011 because of weak customer demand and the development of shale gas resources outside Alaska. [29] However, this proves that the private sector invests money even when there is a chance that it could lose it. Private investment in U.S. clean energy totaled $34 billion in 2010, up 51 percent from the previous year.[30] Finally, when the government picks winners and losers in the form of a technology or a company, it often fails. First, the government does not have perfect or even better information or technology advantage over private agents. In addition, decision-makers are insulated from market signals and won’t learn important and necessary lessons about the technology or what customers want. Second, the resources that the government offers are so addictive that companies may reorient themselves away from producing what customers want, toward pleasing the government officials.
Pre-req to the aff
MIT Tech Review 9 [David Talbot, Tech Review Head, “Lifeline for Renewable Power,” Jan/Feb 2009, http://www.technologyreview.com/featured-story/411423/lifeline-for-renewable-power/]

Without a radically expanded and smarter electrical grid, wind and solar will remain niche power sources.¶ Push through a bulletproof revolving door in a nondescript building in a dreary patch of the former East Berlin and you enter the control center for Vattenfall Europe Transmission, the company that controls northeastern Germany's electrical grid. A monitor displaying a diagram of that grid takes up most of one wall. A series of smaller screens show the real-time output of regional wind turbines and the output that had been predicted the previous day. Germany is the world's largest user of wind energy, with enough turbines to produce 22,250 megawatts of electricity. That's roughly the equivalent of the output from 22 coal plants--enough to meet about 6 percent of Germany's needs. And because Vattenfall's service area produces 41 percent of German wind energy, the control room is a critical proving ground for the grid's ability to handle renewable power.¶ Like all electrical grids, the one that Vattenfall manages must continually match power production to demand from homes, offices, and factories. The challenge is to maintain a stable power supply while incorporating elec­tricity from a source as erratic as wind. If there's too little wind-generated power, the company's engineers might have to start up fossil-fueled power plants on short notice, an inefficient process. If there's too much, it could overload the system, causing blackouts or forcing plants to shut down.¶ Advertisement¶ The engineers have few options, however. The grid has a limited ability to shunt extra power to other regions, and it has no energy-storage capacity beyond a handful of small facilities that pump water into uphill reservoirs and then release it through turbines during periods of peak demand. So each morning, as offices and factories switch their power on, the engineers must use wind predictions to help decide how much electricity conventional plants should start producing.¶ But those predictions are far from perfect. As more and more wind turbines pop up in Germany, so do overloads and shortages caused by unexpected changes in wind level. In 2007, ­Vattenfall's engineers had to scrap their daily scheduling plans roughly every other day to reconfigure electricity supplies on the fly; in early 2008, such changes became necessary every day. Power plants had to cycle on and off inefficiently, and the company had to make emergency electricity purchases at high prices. Days of very high wind and low demand even forced the Vattenfall workers to quickly shut the wind farms down.¶ Video¶ Vattenfall's problems are a preview of the immense challenges ahead as power from renewable sources, mainly wind and solar, starts to play a bigger role around the world. To make use of this clean energy, we'll need more transmission lines that can transport power from one region to another and connect energy-­hungry cities with the remote areas where much of our renewable power is likely to be generated. We'll also need far smarter controls throughout the distribution system--technologies that can store extra electricity from wind farms in the batteries of plug-in hybrid cars, for example, or remotely turn power-hungry appliances on and off as the energy supply rises and falls.¶ If these grid upgrades don't happen, new renewable-power projects could be stalled, because they would place unacceptable stresses on existing electrical systems. According to a recent study funded by the European Commission, growing electricity production from wind (new facilities slated for the North and Baltic Seas could add another 25,000 megawatts to Germany's grid by 2030) could at times cause massive overloads. In the United States, the North American Electric Reliability Corporation, a nongovernmental organization set up to regulate the industry after a huge 1965 blackout, made a similar warning in November. "We are already operating the system closer to the edge than in the past," says the group's president, Rick Sergel. "We simply do not have the transmission capacity available to properly integrate new renewable resources." The challenge facing the United States is particularly striking. Whereas Germany already gets 14 percent of its electricity from renewable sources, the United States gets only about 1 percent of its electricity from wind, solar, and geothermal power combined. But more than half the states have set ambitious goals for increasing the use of renewables, and president-elect Barack Obama wants 10 percent of the nation's electricity to come from renewable sources by the end of his first term, rising to 25 percent by 2025. Yet unlike Germany, which has begun planning for new transmission lines and passing new laws meant to accelerate their construction, the United States has no national effort under way to modernize its system. "A failure to improve our grid will be a significant burden for the development of new renewable technologies," says Vinod Khosla, founder of Khosla Ventures, a venture capital firm in Menlo Park, CA, that has invested heavily in energy technologies.¶ Gridlock¶ When its construction began in the late 19th century, the U.S. electrical grid was meant to bring the cheapest power to the most ­people. Over the past century, regional monopolies and government agencies have built power plants--mostly fossil-fueled--as close to popu­lation centers as possible. They've also built transmission and distribution networks designed to serve each region's elec­tricity consumers. A patchwork system has developed, and what connections exist between local networks are meant mainly as backstops against power outages. Today, the United States' grid encompasses 164,000 miles of high-voltage transmission lines--those familiar rows of steel towers that carry electricity from power plants to substations--and more than 5,000 local distribution networks. But while its size and complexity have grown immensely, the grid's basic structure has changed little since Thomas ­Edison switched on a distribution system serving 59 customers in lower Manhattan in 1882. "If Edison would wake up today, and he looked at the grid, he would say, 'That is where I left it,'" says Guido ­Bartels, general manager of the IBM Global Energy and Utilities Industry group.¶ While this structure has served remarkably well to deliver cheap power to a broad population, it's not particularly well suited to fluctuating power sources like solar and wind. First of all, the transmission lines aren't in the right places. The gusty plains of the Midwest and the sun-baked deserts of the Southwest--areas that could theoretically provide the entire nation with wind and solar power--are at tail ends of the grid, isolated from the fat arteries that supply power to, say, Chicago or Los Angeles. Second, the grid lacks the storage capacity to handle variability--to turn a source like solar power, which generates no energy at night and little during cloudy days, into a consistent source of electricity. And finally, the grid is, for the most part, a "dumb" one-way system. Consider that when power goes out on your street, the utility probably won't know about it unless you or one of your neighbors picks up the phone. That's not the kind of system that could monitor and manage the fluctuating output of rooftop solar panels or distributed wind turbines.¶ The U.S. grid's regulatory structure is just as antiquated. While the Federal Energy Regulatory Commission (FERC) can approve utilities' requests for electricity rates and license transmission across state lines, individual states retain control over whether and where major transmission lines actually get built. In the 1990s, many states revised their regulations in an attempt to introduce competition into the energy marketplace. Utilities had to open up their transmission lines to other power producers. One effect of these regulatory moves was that companies had less incentive to invest in the grid than in new power plants, and no one had a clear responsibility for expanding the transmission infrastructure. At the same time, the more open market meant that producers began trying to sell power to regions farther away, placing new burdens on existing connections between networks. The result has been a national transmission shortage.¶ These problems may now be the biggest obstacle to wider use of renewable energy, which otherwise looks increasingly viable. Researchers at the National Renewable Energy Laboratory in Golden, CO, have concluded that there's no technical or economic reason why the United States couldn't get 20 percent of its elec­tricity from wind turbines by 2030. The researchers calculate, however, that reaching this goal would require a $60 billion investment in 12,650 miles of new transmission lines to plug wind farms into the grid and help balance their output with that of other electricity sources and with consumer demand. The inadequate grid infrastructure "is by far the number one issue with regard to expanding wind," says Steve Specker, president of the Electric Power Research Institute (EPRI) in Palo Alto, CA, the industry's research facility. "It's already starting to restrict some of the potential growth of wind in some parts of the West."¶ The Midwest Independent Transmission System Operator, which manages the grid in a region covering portions of 15 states from Pennsylvania to Montana, has received hundreds of applications for grid connections from would-be energy developers whose proposed wind projects would collectively generate 67,000 megawatts of power. That's more than 14 times as much wind power as the region produces now, and much more than it could consume on its own; it would represent about 6 percent of total U.S. electricity consumption. But the existing transmission system doesn't have the capacity to get that much electricity to the parts of the country that need it. In many of the states in the region, there's no particular urgency to move things along, since each has all the power it needs. So most of the applications for grid connections are simply waiting in line, some stymied by the lack of infrastructure and others by bureaucratic and regulatory delays.¶ Lisa Daniels, for example, waited three years for a grid connection for a planned development of 9 to 12 turbines on her land in Kenyon, MN, 60 miles south of Minneapolis. The installation would be capable of producing 18 megawatts of power. Its site--only a mile and a half from a substation--is "bulldozer ready," says Daniels, who is also executive director of a regional nonprofit that aims to encourage local wind projects. "The system should be plug-and-play, but it's not," she says.¶ Utilities, however, are reluctant to build new transmission capacity until they know that the power output of remote wind and solar farms will justify it. At the same time, renewable-energy investors are reluctant to build new wind or solar farms until they know they can get their power to market. Most often, they choose to wait for new transmission capacity before bothering to make proposals, says Suedeen Kelly, a FERC commissioner. "It is a chicken-and-egg type of thing," she says.

Key to competitiveness
Stephen Chu, Nobel Prize is Physics, 12 [“America’s Competitiveness Depends on a 21st Century Grid,” May 30, Energy.Gov, http://energy.gov/articles/america-s-competitiveness-depends-21st-century-grid] PMA=Power Marketing Administrations

Upgrades are Key to American Competitiveness¶ The leadership of the PMAs is critically important because America’s continued global competiveness in the 21st century will be significantly affected by whether we can efficiently produce and distribute electricity to our businesses and consumers, seamlessly integrating new technologies and new sources of power.¶ Other countries are moving rapidly to capitalize on cost-saving new smart grid and transmission technologies -- and we will find ourselves at a competitive disadvantage unless we do the same. Blackouts and brownouts already cost our economy tens of billions of dollars a year, and we risk ever more serious consequences if we continue to rely on outdated and inflexible infrastructure. For example, across the country, most of the transmission lines and power transformers we depend upon are decades old and in many cases nearing or exceeding their expected lifespan.¶ Lessons of the September 2011 Blackout¶ One recent example of the challenges we face occurred in September 2011, when a relatively minor loss of a single transmission line triggered a series of cascading failures that ultimately left 2.7 million electric customers in Arizona, Southern California, and Baja California, Mexico without power, some for up to 12 hours. The customers of five utilities -- San Diego Gas and Electric (SDG&E), Imperial Irrigation District (IID), Western Area Power Administration-Lower Colorado (WALC), Arizona Public Service (APS), and Comision Federal de Electridad (CFE) -- lost power, some for multiple hours extending into the next day. ¶ Put simply, this disruption to the electric system could have been avoided. The investigation into the blackout conducted by the Federal Energy Regulatory Commission and the North American Electric Reliability Council concluded the system failure stemmed primarily from weaknesses in two broad areas: 1) operations planning and 2) real-time situational awareness. Without these two critical elements, system operators are unable to ensure reliable operations or prevent cascading outages in the event of losing a single component on the grid. As our system ages, these situations threaten to become more frequent and even more costly. ¶ The Role of the PMAs in Accelerating the U.S. Transition to a 21st Century Grid¶ Most of our nation’s electric transmission system is privately owned. However, the federal government directly owns and controls significant portions of the electric transmission system through its four PMAs, created to market and distribute hydroelectric power from federally owned dams. The PMAs, part of the Energy Department, are responsible for more than 33,000 miles of transmission that overlay the transmission systems of utilities in 20 states, which represent about 42% of the continental United States. The PMAs provide the federal government the ability to lead by example in modernizing and securing our nation’s power grid, or risk putting the entire system -- and America’s economy -- at risk. The benefits of action, as well as the risks and consequences of inaction, could directly or indirectly affect nearly every electricity consumer and every business in the United States. ¶ This is why my March 16th memo set forth foundational goals that DOE is considering for the PMAs. This is part of a much broader effort to transition to a more flexible and resilient electric grid and establish much greater coordination among system operators. 

The impact is great power wars

Baru 9
(Sanjaya, Visiting Professor at the Lee Kuan Yew School of Public Policy in Singapore Geopolitical Implications of the Current Global Financial Crisis, Strategic Analysis, Volume 33, Issue 2 March 2009 , pages 163 – 168)

The management of the economy, and of the treasury, has been a vital aspect of statecraft from time immemorial. Kautilya’s Arthashastra says, ‘From the strength of the treasury the army is born. …men without wealth do not attain their objectives even after hundreds of trials… Only through wealth can material gains be acquired, as elephants (wild) can be captured only by elephants (tamed)… A state with depleted resources, even if acquired, becomes only a liability.’4 Hence, economic policies and performance do have strategic consequences.5 In the modern era, the idea that strong economic performance is the foundation of power was argued most persuasively by historian Paul Kennedy. ‘Victory (in war),’ Kennedy claimed, ‘has repeatedly gone to the side with more flourishing productive base.’6 Drawing attention to the interrelationships between economic wealth, technological innovation, and the ability of states to efficiently mobilize economic and technological resources for power projection and national defence, Kennedy argued that nations that were able to better combine military and economic strength scored over others. ‘The fact remains,’ Kennedy argued, ‘that all of the major shifts in the world’s military-power balance have followed alterations in the productive balances; and further, that the rising and falling of the various empires and states in the international system has been confirmed by the outcomes of the major Great Power wars, where victory has always gone to the side with the greatest material resources.’7
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The 50 states should establish a feed-in tariff that creates long-term purchase contracts for new qualifying facilities that use wind power, solar power, or wind and solar power for energy production to ensure a reasonable rate of return.
That solves 

Fulton, 12

(Deutsche Bank Climate Change Adviser, June, “Ramping up Renewables: Leveraging State RPS Programs amid Uncertain Federal Support,” http://uspref.org/wp-content/uploads/2012/06/Ramping-up-Renewables-Leveraging-State-RPS-Programs-amid-Uncertain-Federal-Support-US-PREF-White-Paper1.pdf)

To diversify America’s energy mix and hedge against uncertainty in the price of fossil fuels (in particular natural gas), state policymakers can increase long-term support for renewable energy demand. Measures such as strengthening existing RPS targets, procuring more renewable electricity from large-scale projects through reverse auctions, and introducing additional incentives such as CLEAN (Clean Local Energy Accessible Now) programs, feed-in tariffs, and performance-based incentive rebates can increase such support for renewable energy. Provided that they protect the energy diversity benefits of distributed generation, policies to broaden interstate trade in Renewable Energy Credits (RECs) may be another option to consider. Don’t forget about wholesale distributed generation: CLEAN and feed-in tariff programs. One often neglected market segment is wholesale distributed generation: projects of 1-20 MW in size that – rather than off-setting customer usage (as is the case with residential solar PV) – generate power on the utility-side-of-the-meter and sell at wholesale rates to either a utility or electricity retailer. To the extent that policymakers seek to support growth of this market segment, a promising way to do so is through CLEAN (Clean Local Energy Accessible Now) programs. CLEAN programs (also known as feed-in tariffs) offer standard, fixed price, long-term power purchase agreements; while the offered price in such programs is usually determined up-front, it may then later be adjusted as the market responds. Such programs are particularly promising for promoting the growth of “wholesale distributed generation,” meaning distributed generation of 1-20 MW in size. Following passage of California Senate Bill 32, the CPUC has recently released details of a new CLEAN mechanism in California. The mechanism, known as Renewable Market Adjusting Tariff (Re-MAT) will be available for systems up to 3 MW in size; the Re-MAT programs links payments to owners of renewable energy systems to the weighted average contract price that California’s three investor-owned utilities recorded in their Nov 2011 reverse auction For more detail on CLEAN programs in general and the specifics of California’s new program in particular, see Appendix VII. In addition, a FERC order in 2011 regarding implementation by the California Public Utilities Commission of a feed-in tariff to support development of combined heat and power generation (134 FERC ¶ 61,044 (2011) (January 20, Order Denying Rehearing) paves the way for even greater use of feed-in tariffs to meet state RPS and other policy objectives. In this order FERC found the concept of a multi-tiered avoided cost rate structure to be consistent with the avoided cost rate requirements set forth in the Public Utilities Regulatory Policy Act (PURPA) and its subsequent regulations. Complementary Federal Policies through the PTC and ITC This ruling affords states greater ability to establish feed-in tariff rates at levels that would support private investment, including in renewable energy generation. 
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Renewables to increase production feeds the existing paradigm of ceaseless consumption and technophilia
Byrne et al 9

http://bst.sagepub.com/content/29/2/81.full.pdf+html
Center for Energy and Environmental Policy Established in 1980 at the University of Delaware, the Center is a leading institution for interdisciplinary graduate education, research, and advocacy in energy and environmental policy. CEEP is led by Dr. John Byrne, Distinguished Professor of Energy & Climate Policy at the University. For his contributions to Working Group III of the Intergovernmental Panel on Climate Change (IPCC) since 1992, he shares the 2007 Nobel Peace Prize with the Panel's authors and review editors.
Green Titans The threat of global warming has propelled renewable energy from policy Siberia to policy priority. Its impressive rise to prominence has been swift and, also, puzzling. While renewables lack the industrial heft of nuclear power, they nevertheless have left the engineering garage and are now courted in the boardrooms of big industry and big finance. Their recent success has been aptly described as a passage “from love-ins to logos” (Glover, 2006). Power and profit projections once reserved solely for the globally integrated fossil fuel system now extend to include renewable energy markets as well. Industry proponents and market analysts project billions of dollars in growth in the renewable energy market over the next decade. Wave, wind, solar, and hydropower are all considered essential technologies to address energy demand in a carbon-constrained world. Reminiscent of the institutional alliances that led to the creation of the industrial mega-energy systems that have dominated modernity, the call for public and private investment in renewable energy has the political ring and economic ka-ching normally reserved for the overlords of the modern energy scheme. The corporate renewable energy movement has studied the tactics of its competitors and adapted them to their needs. Appropriating the symbols of technology triumphalism of nuclear power (Byrne, Glover, & Alroe, 2006, p. 16-17), corporate renewable energy has launched a campaign for, fittingly, a “Manhattan Project” that can vault Big Wind and other renewables with extra-large size ambitions to a new level (Wilson, 2008). The new order is visualized with imagery suggesting the benign nature of giant wind turbines in pastoral settings. To secure the support of technologically minded moderns, these same turbines are applauded for their complexity and scale—far larger than the Statue of Liberty, built with the exotic chemistry of composites, and aerodynamically designed with highly sophisticated computer models, the technology readily earns hi-tech status (Parfit, 2005). Contesting the imagery is difficult. Big Wind resisters cite noise, bird mortality, and the industrialization of heretofore largely untrammeled land and seascapes in their arguments against Big Wind farms. But supporters counter with scientific evidence offered by experts ranging from ornithologists to acoustics specialists and underscore the larger threat of global warming in defense of these carbon-free alternatives. Importantly, the green energy case pits one set of environmental values against another, and depends on the priority of climate change to win out. But equally important, the environmental case for green energy fails to challenge the affluence-based development path secured by earlier energy systems. Rather than questioning the underlying premise of modern society to produce and consume without constraint, contemporary green energy advocates warmly embrace creating “bigger and more complex machines to spur and sate an endlessly increasing world energy demand” (Byrne & Toly, 2006, p. 3) Marketing slogans originally justifying fossil energy-based obesity can be revamped to suit the new green energy agenda: choosier mothers choose renewables and better living through green energy will motivate the postclimate change consumer to do the right thing. Yet the green energy agenda will not change the cause of the global warming threat (and so many other environmental harms), namely, unlimited consumption and production. In this sense, large renewable energy systems, touted as saviors of the planet, actually appear mainly to save modernity. A final problem specific to an extra-large green energy project is the distinctive environmental alienation it can produce. The march of commodification is spurred by the green titans as they seek to enter historic commons areas such as mountain passes, pasture lands, coastal areas, and the oceans, in order to collect renewable energy. Although it is not possible to formally privatize the wind or solar radiation (for example), the extensive technological lattices created to harvest renewable energy on a grand scale functionally preempt commons management of these resources.10 Previous efforts to harness the kinetic energy of flowing waters should have taught the designers of the mega-green energy program and their environmental allies that environmental and social effects will be massive and will preempt commons-based, society-nature relations. Instead of learning this lesson, the technophilic awe that inspired earlier energy obesity now emboldens efforts to tame the winds, waters, and sunlight—the final frontiers of he society-nature commons—all to serve the revised modern ideal of endless, but low- to no- carbon emitting, economic growth.
The alternative is to reject the aff to embrace a communal relationship to energy. 

Neoliberalism causes extinction—only a return to communal ethics can save the planet. 

Ehrenfeld ‘5 (David, Dept. of Ecology, Evolution, and Natural Resources @ Rutgers University, “The Environmental Limits to Globalization”, 

Conservation Biology Vol. 19 No. 2 April 2005)
The known effects of globalization on the environment are numerous and highly significant. Many others are undoubtedly unknown. Given these circumstances, the first question that suggests itself is: Will globalization, as we see it now, remain a permanent state of affairs (Rees 2002; Ehrenfeld 2003a)? The principal environmental side effects of globalization—climate change, resource exhaustion (particularly cheap energy), damage to agroecosystems, and the spread of exotic species, including pathogens (plant, animal, and human)—are sufficient to make this economic system unstable and short-lived. The socioeconomic consequences of globalization are likely to do the same. In my book The Arrogance of Humanism (1981), I claimed that our ability to manage global systems, which depends on our being able to predict the results of the things we do, or even to understand the systems we have created, has been greatly exaggerated. Much of our alleged control is science fiction; it doesn’t work because of theoretical limits that we ignore at our peril. We live in a dream world in which reality testing is something we must never, never do, lest we awake. In 1984 Charles Perrow explored the reasons why we have trouble predicting what so many of our own created systems will do, and why they surprise us so unpleasantly while we think we are managing them. In his book Normal Accidents, which does not concern globalization, he listed the critical characteristics of some of today’s complex systems. They are highly interlinked, so a change in one part can affect many others, even those that seem quite distant. Results of some processes feed back on themselves in unexpected ways. The controls of the system often interact with each other unpredictably. We have only indirect ways of finding out what is happening inside the system. And we have an incomplete understanding of some of the system’s processes. His example of such a system is a nuclear power plant, and this, he explained, is why system-wide accidents in nuclear plants cannot be predicted or eliminated by system design. I would argue that globalization is a similar system, also subject to catastrophic accidents, many of them environmental—events that we cannot define until after they have occurred, and perhaps not even then. The comparatively few commentators who have predicted the collapse of globalization have generally given social reasons to support their arguments. These deserve some consideration here, if only because the environmental and social consequences of globalization interact so strongly with each other. In 1998, the British political economist John Gray, giving scant attention to environmental factors, nevertheless came to the conclusion that globalization is unstable and will be short-lived. He said, “There is nothing in today’s global market that buffers it against the social strains arising from highly uneven economic development within and between the world’s diverse societies.” The result, Gray states, is that “The combination of [an] unceasing stream of new technologies, unfettered market competition and weak or fractured social institutions” has weakened both sovereign states and multinational corporations in their ability to control important events. Note that Gray claims that not only nations but also multinational corporations, which are widely touted as controlling the world, are being weakened by globalization. This idea may come as a surprise, considering the growth of multinationals in the past few decades, but I believe it is true. Neither governments nor giant corporations are even remotely capable of controlling the environmental or social forces released by globalization, without first controlling globalization itself. Two of the social critics of globalization with the most dire predictions about its doom are themselves masters of the process. The late Sir James Goldsmith, billionaire financier, wrote in 1994, It must surely be a mistake to adopt an economic policy which makes you rich if you eliminate your national workforce and transfer production abroad, and which bankrupts you if you continue to employ your own people.... It is the poor in the rich countries who will subsidize the rich in the poor countries. This will have a serious impact on the social cohesion of nations. Another free-trade billionaire, George Soros, said much the same thing in 1995: “The collapse of the global marketplace would be a traumatic event with unimaginable consequences. Yet I find it easier to imagine than the continuation of the present regime.” How much more powerful these statements are if we factor in the environment! As globalization collapses, what will happen to people, biodiversity, and ecosystems? With respect to people, the gift of prophecy is not required to answer this question. What will happen depends on where you are and how you live. Many citizens of the Third World are still comparatively self-sufficient; an unknown number of these will survive the breakdown of globalization and its attendant chaos. In the developed world, there are also people with resources of self-sufficiency and a growing understanding of the nature of our social and environmental problems, which may help them bridge the years of crisis. Some species are adaptable; some are not. For the non- human residents of Earth, not all news will be bad. Who would have predicted that wild turkeys (Meleagris gallopavo), one of the wiliest and most evasive of woodland birds, extinct in New Jersey 50 years ago, would now be found in every county of this the most densely populated state, and even, occasionally, in adjacent Manhattan? Who would have predicted that black bears (Ursus americanus), also virtually extinct in the state in the mid-twentieth century, would now number in the thousands (Ehrenfeld 2001)? Of course these recoveries are unusual—rare bright spots in a darker landscape. Finally, a few ecological systems may survive in a comparatively undamaged state; most will be stressed to the breaking point, directly or indirectly, by many environmental and social factors interacting unpredictably. Lady Luck, as always, will have much to say. In his book The Collapse of Complex Societies, the archaeologist Joseph Tainter (1988) notes that collapse, which has happened to all past empires, inevitably results in human systems of lower complexity and less specialization, less centralized control, lower economic activity, less information flow, lower population levels, less trade, and less redistribution of resources. All of these changes are inimical to globalization. This less-complex, less-globalized condition is probably what human societies will be like when the dust settles. I do not think, however, that we can make such specific predictions about the ultimate state of the environment after globalization, because we have never experienced anything like this exceptionally rapid, global environmental damage before. History and science have little to tell us in this situation. The end of the current economic system and the transition to a postglobalized state is and will be accompanied by a desperate last raid on resources and a chaotic flurry of environmental destruction whose results cannot possibly be told in advance. All one can say is that the surviving species, ecosystems, and resources will be greatly impoverished compared with what we have now, and our descendants will not thank us for having adopted, however briefly, an economic system that consumed their inheritance and damaged their planet so wantonly. Environment is a true bottom line—concern for its condition must trump all purely economic growth strategies if both the developed and developing nations are to survive and prosper. Awareness of the environmental limits that globalized industrial society denies or ignores should not, however, bring us to an extreme position of environmental determinism. Those whose preoccupations with modern civilization’s very real social problems cause them to reject or minimize the environmental constraints discussed here ( Hollander 2003) are guilty of seeing only half the picture. Environmental scientists sometimes fall into the same error. It is tempting to see the salvation of civilization and environment solely in terms of technological improvements in efficiency of energy extraction and use, control of pollution, conservation of water, and regulation of environmentally harmful activities. But such needed developments will not be sufficient—or may not even occur— without corresponding social change, including an end to human population growth and the glorification of consumption, along with the elimination of economic mechanisms that increase the gap between rich and poor. The environmental and social problems inherent in globalization are completely interrelated—any attempt to treat them as separate entities is unlikely to succeed in easing the transition to a postglobalized world. Integrated change that combines environmental awareness, technological innovation, and an altered world view is the only answer to the life-threatening problems exacerbated by globalization (Ehrenfeld 2003b). If such integrated change occurs in time, it will likely happen partly by our own design and partly as an unplanned response to the constraints imposed by social unrest, disease, and the economics of scarcity. With respect to the planned component of change, we are facing, as eloquently described by Rees (2002), “the ultimate challenge to human intelligence and self-awareness, those vital qualities we humans claim as uniquely our own. Homo sapiens will either. . .become fully human or wink out ignominiously, a guttering candle in a violent storm of our own making.” If change does not come quickly, our global civilization will join Tainter’s (1988) list as the latest and most dramatic example of collapsed complex societies. Is there anything that could slow globalization quickly, before it collapses disastrously of its own environmental and social weight? It is still not too late to curtail the use of energy, reinvigorate local and regional communities while restoring a culture of concern for each other, reduce nonessential global trade and especially global finance (Daly & Cobb 1989), do more to control introductions of exotic species (including pathogens), and accelerate the growth of sustainable agriculture. Many of the needed technologies are already in place. It is true that some of the damage to our environment—species extinctions, loss of crop and domestic animal varieties, many exotic species introductions, and some climatic change— will be beyond repair. Nevertheless, the opportunity to help our society move past globalization in an orderly way, while there is time, is worth our most creative and passionate efforts. The citizens of the United States and other nations have to understand that our global economic system has placed both our environment and our society in peril, a peril as great as that posed by any war of the twentieth century. This understanding, and the actions that follow, must come not only from enlightened leadership, but also from grassroots consciousness raising. It is still possible to reclaim the planet from a self-destructive economic system that is bringing us all down together, and this can be a task that bridges the divide between conservatives and liberals. The crisis is here, now. What we have to do has become obvious. Globalization can be scaled back to manageable proportions only in the context of an altered world view that rejects materialism even as it restores a sense of communal obligation. In this way, alone, can we achieve real homeland security, not just in the United States, but also in other nations, whose fates have become so thoroughly entwined with ours within the global environment we share.

Off

Obama will get Hagel confirmed–political capital is key
Stirewalt, writer for Fox News, 1/7/2013

(Chris, “Obama Antagonizes with Hagel Pick,” http://www.foxnews.com/politics/2013/01/07/obama-antagonizes-with-hagel-pick/#ixzz2HIw1d0GW)

With Republicans still resentful of Hagel’s ostentatious opposition of Bush-era policies and support for Obama’s two presidential runs, confirmation would have been tricky enough. But the queasy feelings of pro-Israel Democrats on the tough-talking Vietnam vet will make it so much worse. Maryland Sen. Ben Cardin, a dutiful Democrat if ever there was one, told the soon-to-be-former cable news network Current TV on Sunday that there are “some statements that [Hagel] needs to clarify” and called the nomination “controversial.” Coming from Cardin, ranked in the 10 most liberal senators by National Journal, that’s the equivalent of a cannon shot across Obama’s bow. It will take lots of time and effort to drag Hagel, opinionated and confrontational, across the finish line. The president can get it done, but the ordeal will be frightful and expend plenty of political capital.

Plan undermines political capital
Dorsi, 12

(Fellow, Phillips & Cohen LLP & JD-Harvard Law School, “Clean Energy Pricing and Federalism: Legal Obstacles and Options for Feed-in Tariffs,” Spring, 35 Environs Envtl. L. & Pol'y J. 173)

Although potentially challenging in the current Congress, establishing legislative authorization for a feed-in tariff could resolve most of the issues presented in this Article. A federally regulated feed-in tariff may be politically infeasible, and would be undesirable because of the variety of state and regional systems where it would need to apply. The need to take into account regional differences within a federal feed-in tariff scheme only adds to the political challenge. Additionally, since state commissions control the administrative infrastructure that implemented avoided cost rates for QFs under PURPA, state commissions could serve well again for feed-in tariffs. A simple legislative option to authorize feed-in tariffs would be to amend PURPA to permit states to set rates above avoided cost for particular units. Federal permission for state regulation carries the strongest defenses against court challenges because it waives the dormant Commerce Clause while displacing any federal preemption. Additionally, because the activity ultimately rests with the state, it does not risk a commandeering challenge. Such legislation would also render moot any utility's opportunity to challenge FERC's decision. If the federal government sought to direct state policy rather than to simply permit states to act, the federal government is limited, but has two primary options. First, the federal government could condition the grant of reasonably related funds to states on implementation of feed-in tariffs. The Court upheld this type of fiscal federalism with regard to highway funds and drinking age laws in South Dakota v. Dole. n125 Given current political conditions, such a policy seems politically challenging. A second option would be a cooperative federalism arrangement similar to the Clean Air Act. n126 Such an arrangement escapes the commandeering challenge by providing a backstop of federal [*197] implementation should a state elect to not act. n127 Cooperative federalism in the model of the Clean Air Act, which codifies state plans in federal statutes, would also provide the opportunity to seek enforcement in federal courts. n128 However, in those instances where a state does not act, this policy would have the same faults as a federal feed-in tariff. What the federal government cannot do is require states to adopt feed-in tariffs. Given the recent treatment of FERC v. Mississippi, it is unlikely that the Supreme Court would even permit Congress to require that states consider establishing feed-in tariffs. Advocates should not pin their hopes for renewable energy policy on the federal government. Congress, rather than exploring these policies, has recently discussed the possible relaxation or abolition of efficiency standards in order to ensure that customers can continue to purchase incandescent light bulbs. n129 At the same time, states have expanded their support for renewable energy. For example, in April 2011, California Governor Jerry Brown signed new legislation requiring California utilities to obtain a third of their energy from renewable sources. n130 Given the greater promise of state-level commitment to environmental policy, it is worth exploring the options for states to act if the federal government stands still.
Hagel confirmation breaks the Washington consensus on Iran
Gray and Miller, writers for Buzzfeed, 1/6/2013

(Rosie and Zeke, “Obama Upends Iran Debate By Picking Chuck Hagel,” http://www.buzzfeed.com/rosiegray/obama-updends-iran-debate-by-picking-chuck-hagel)

Their hope — and their foes’ fear — is that Hagel’s confirmation could mean that views outside what is considered the mainstream on Israel and Iran begin to replace the more hawkish Washington consensus. A Hagel confirmation could change the terms of the debate on the Middle East by challenging the Republican Party with the views of one of its own. And Hagel, a Republican whose views were altered by the Iraq war, has the potential to affect the prospect of a war with Iran, some argue. Administration officials, in public and in private, do not make this case, though they say they’re eager to engage the debate. “If the Republicans are going to look at Chuck Hagel, a decorated war hero and Republican who served two terms in the Senate, and vote no because he bucked the party line on Iraq, then they are so far in the wilderness that they’ll never get out,” said one administration official. The official also contested the notion that the choice Hagel — who voted in the Senate against Iran sanctions — means anything in particular about the Administration’s policy on Iran. “Senator Hagel supports the President's sanctions regime on Iran, and has always said that all options should be on the table, including military force as a last resort,” the official said, also saying that Hagel “will continue to carry out President Obama’s unprecedented security cooperation with Israel.” But the way in which the lines have been drawn means that — whatever Hagel’s role in making policy — the fight over his confirmation will shape it. A bipartisan coalition of pro-Israel members of Congress and activists, as well as allies with other agendas, helped derail the nomination of a career diplomat with friendly relationship with Arab regimes, Chas Freeman, to an obscure intelligence advisory council. If you aren't listening closely, it can be difficult to detect the gaps between Barack Obama's eagerness to avoid the use of force with Iran; the somewhat noisier concerns of Senate Democrats about Iran's nuclear program; and the sense among some Republicans and some Israeli leaders that American bombs should start falling now.

That avoids Middle East war and economic meltdown

Hussain, writer and analyst on Middle East politics, 9/12/2012
(Murtaza, “Why war with Iran would spell disaster,”

http://www.aljazeera.com/indepth/opinion/2012/09/201291194236970294.html)

After a decade of exhausting and demoralising conflict between the United States and two of the weakest, most impoverished countries in the world, Iraq and Afghanistan, many within the US political establishment are calling for the country to engage in yet another conflict; this time with a relatively powerful enemy in Iran. In the past week alone, top Republican figures such as John McCain and Joseph Lieberman have called for increasing belligerence towards the Iranian regime, bringing the two countries closer to the brink of armed conflict. The heightening standoff with Iran over its nuclear programme, curious in itself for its recent rapid escalation given that leading American and Israeli intelligence estimates have both concluded that Iran has neither developed nor is planning to develop nuclear weapons, is leading to increasingly belligerent rhetoric out of Washington calling for war with Iran. Leading members of the House and Congress from both parties as well as the closest advisers to Republican presidential candidate Mitt Romney have called for attacking Iran, with some high-ranking GOP advisers even suggesting that the time is now for a Congressional resolution formally declaring war on the country. Romney and many other leading Republican figures have called for pre-emptive war against Iran, and have continually upped the ante in terms of threats of military action throughout the election campaign. This alarming and potentially highly consequential rhetoric is occurring in a context where the American people are still recovering from the disastrous war in Iraq and winding down the US occupation of Afghanistan, while at the same time coping with the worst economic drought since the Great Depression. Public statements claiming that the extent of the conflict would be limited to targeted airstrikes on Iranian nuclear facilities are utterly disingenuous, ignoring the escalating cycle of retribution that such "limited" conflicts necessarily breed. As did the war in Libya start off with calls only for a benign "no-fly zone" to protect civilians and seamlessly turned into an all-out aerial campaign to topple Muammar Gaddafi, any crossing of the military threshold with Iran would also likely result in a far bigger conflagration than the public has been prepared for by their leaders. War with Iran would be no quick and clean affair, as many senior political and military figures have pointed out it would make the Iraq and Afghanistan wars, which cost trillions of dollars and the lives of thousands of soldiers and civilians, seem like "a cakewalk". The fact that it is becoming increasingly likely, inevitable in the eyes of many, and that it is high on the agenda of so many leading political figures warrants exploration of what such a conflict would really entail. Conflict on an unprecedented scale Not a war of weeks or months, but a "generations-long war" is how no less a figure than former Mossad chief Efraim Halevy describes the consequences of open conflict with Iran. In comparison with Iraq and Afghanistan, both countries with relatively small populations which were already in a state of relative powerlessness before they were invaded, Iran commands the eighth largest active duty military in the world, as well as highly trained special forces and guerilla organisations which operate in countries throughout the region and beyond. Retired US General John Abizaid has previously described the Iranian military as "the most powerful in the Middle East" (exempting Israel), and its highly sophisticated and battle-hardened proxies in Lebanon and Iraq have twice succeeded in defeating far stronger and better funded Western military forces. Any attack on Iran would assuredly lead to the activation of these proxies in neighbouring countries to attack American interests and would create a situation of borderless war unprecedented in any past US conflicts in the Middle East. None of this is to suggest that the United States would not "win" a war with Iran, but given the incredibly painful costs of Iraq and Afghanistan; wars fought again weak, poorly organised enemies lacking broad influence, politicians campaigning for war with Iran are leading the American people into a battle which will be guaranteed to make the past decade of fighting look tame in comparison. A recent study has shown that an initial US aerial assault on Iran would require hundreds of planes, ships and missiles in order to be completed; a military undertaking itself unprecedented since the first Gulf War and representative of only the first phase of what would likely be a long drawn-out war of attrition. For a country already nursing the wounds from the casualties of far less intense conflicts and still reeling from their economic costs, the sheer battle fatigue inherent in a large-scale war with Iran would stand to greatly exacerbate these issues. Oil shocks and the American economy The fragile American economic recovery would be completely upended were Iran to target global energy supplies in the event of war, an act which would be both catastrophic and highly likely if US Iran hawks get their way. Not only does the country itself sit atop some of the largest oil and natural gas reserves on the planet, its close proximity to the shipping routes and oil resources of its neighbours means that in the event of war, its first response would likely be to choke off the global supply of crude; a tactic for which its military defences have in fact been specifically designed. The Strait of Hormuz, located in the Persian Gulf is the shipping point for more than 20 per cent of the world's petroleum. Iran is known to have advanced Silkworm missile batteries buried at strategic points around the strait to make it impassable in the event of war, and has developed "swarming" naval tactics to neutralise larger, less mobile ships such as those used by the US Navy. While Iran could never win in straightforward combat, it has developed tactics of asymmetrical warfare that can effectively inflict losses on a far stronger enemy and render the strait effectively closed to naval traffic. The price of oil would immediately skyrocket, by some estimates upwards several hundred dollars a barrel, shattering the already tenuous steps the US and other Western economies are taking towards recovery. Former National Security Adviser Zbigniew Brzezinski has said a war with Iran could drag out years and would have economic consequences "devastating for the average American"; but these facts are conspicuously absent in public discussion of the war. Every conflict has blowback, but if US politicians are attempting to maneouver the country into a conflict of such potentially devastating magnitude, potentially sacrificing ordinary Americans' economic well-being for years to come, it would behoove them to speak frankly about these costs and not attempt to obfuscate or downplay them in order to make their case. Conflict across borders Finally, a war with Iran would be not be like conflicts in Iraq, Afghanistan and Libya where the fighting was constrained to the borders of the country in question. Despite widespread resentment towards the country due to the perception of it as a regionally imperialist power as well sectarian animosity towards it as Shia Muslim theocracy, Iran maintains deep links throughout the Middle East and South Asia and can count on both popular support as well as assistance from its network of armed proxies in various countries. In a report for Haaretz, Ahmed Rashid noted that an attack on Iran would likely inflame anti-American sentiment throughout the region, across both Shia and Sunni Muslim communities. Despite Iran's poor human rights record and bellicose leadership, polls have consistently shown that Iranian and Iranian-backed leaders such as Mahmoud Ahmadinejad and Hassan Nasrallah remain among the most popular figures throughout the Arab and Muslim world. This popularity comes not necessarily out of respect for Iranian ideology, but from a perception that Iran is the only assertive power in the region and is the target of aggression from the United States and its allies. In Rashid's analysis, both the Middle East and South Asia would become unsafe for American citizens and their interests for years to come; popular anger would reach a level which would render these area effectively off-limits and would cause grave and immediate danger to both American businesses and troops based in the region. Again, this would be a situation quite different from the other wars of the past decade, fought against isolated regimes without the ability to call upon large and often well-funded numbers of regional sympathisers; a fact also rarely mentioned by war advocates. Not a political game Going to war with Iran would be an elective decision for the United States, but it is for too grave and consequential a choice to be left up to the whims of politicians seeking to win the approval of lobby groups and one-up each other to appeal to influential campaign donors who would like to see a war with Iran. Make no mistake, the possibility of war is very real and has become eminently more so in recent months. Many of the same politicians and political advisers responsible for engineering the Iraq War have returned to public life and are at the forefront of pushing a new American conflict with Iran.

Escalates to extinction

Hirsch 5 

(Jorge, Professor of Physics, University of California, San Diego, Ph.D., University of Chicago, “Can a Nuclear Strike on Iran Be Averted”, 11-21-2005, http://www.antiwar.com/orig/hirsch.php?articleid=8089)

Now that we have outlined what is very close to happening, let us discuss briefly why everything possible should be done to prevent it. In a worst-case scenario, the attack will cause a violent reaction from Iran. Millions of "human wave" Iranian militias will storm into Iraq, and just as Saddam stopped them with chemical weapons, the U.S. will stop them with nuclear weapons, resulting potentially in hundreds of thousands of casualties. The Middle East will explode, and popular uprisings in Pakistan, Saudi Arabia, and other countries with pro-Western governments could be overtaken by radical regimes. Pakistan already has nuclear weapons, and a nuclear conflict could even lead to Russia's and Israel's involvement using nuclear weapons. In a best-case scenario, the U.S. will destroy all nuclear, chemical, and missile facilities in Iran with conventional and low-yield nuclear weapons in a lightning surprise attack, and Iran will be paralyzed and decide not to retaliate for fear of a vastly more devastating nuclear attack. In the short term, the U.S. will succeed, leaving no Iranian nuclear program, civilian or otherwise. Iran will no longer threaten Israel, a regime change will ensue, and a pro-Western government will emerge. However, even in the best-case scenario, the long-term consequences are dire. The nuclear threshold will have been crossed by a nuclear superpower against a non-nuclear country. Many more countries will rush to get their own nuclear weapons as a deterrent. With no taboo against the use of nuclear weapons, they will certainly be used again. Nuclear conflicts will occur within the next 10 to 20 years, and will escalate until much of the world is destroyed. Let us remember that the destructive power of existing nuclear arsenals is approximately one million times that of the Hiroshima bomb, enough to erase Earth's population many times over. 

Gas

No price spike
Menza 12 (Justin Menza, News Writer at CNBC,  Financial Journalist at UBS Investment Bank Sr. Financial Writer at Standard & Poor's , 8/22/2012, "No Spike in Natural Gas Looming: Boone Pickens", www.cnbc.com/id/48752448/No_Spike_in_Natural_Gas_Looming_Boone_Pickens)
The U.S. should continue to have a cheap energy advantage compared to the rest of the world, T. Boone Pickens, BP Capital founder, told CNBC’s “Squawk Box” on Wednesday. “There's going to be a fabulous opportunity for natural gas, but we're not there yet,” Pickens said. Pickens expects natural gas prices to climb to $4 by the end of the year, but no major price spike. “You can make money at $4,” he said, “Of course, it's going to be better than at $2 or $3, but you aren't going to get many wells drilled.” Instead, Pickens sees a greater chance of a spike in crude oil prices. He’s predicting $115 a barrel on West Texas Intermediate crude by year’s end. Flare ups in the Middle East could cause a spike, Pickens cautioned. “If (Israel) bombs Iran, you're going to have a spike up in oil price, there's no question about that, just because they bombed Iran, not because you're going to have a shortage of oil immediately,” he said. Nonetheless, the U.S. will continue to have the world’s cheapest energy. “U.S. crude is 15 percent cheaper than Brent North Sea crude oil, and natural gas is 75 percent cheaper than China, the Mideast, Japan, or wherever else,” Pickens said.

Squo solves
Ignatius 12 (David Ignatius writes a twice-a-week foreign affairs column and contributes to the PostPartisan blog. Ignatius joined The Post in 1986 as editor of its Sunday Outlook section. In 1990 he became foreign editor, and in 1993, assistant managing editor for business news. He began writing his column in 1998 and continued even during a three-year stint as executive editor of the International Herald Tribune in Paris. Earlier in his career, Ignatius was a reporter for The Wall Street Journal, covering at various times the steel industry, the Justice Department, the CIA, the Senate, the Middle East and the State Department. Ignatius grew up in Washington, D.C., and studied political theory at Harvard College and economics at Kings College, Cambridge., 5/4/2012, "An economic boom ahead?", www.washingtonpost.com/opinions/an-economic-boom-ahead/2012/05/04/gIQAbj5K2T_story.html) 
Energy security would be one building block of a new prosperity. The other would be the revival of U.S. manufacturing and other industries. This would be driven in part by the low cost of electricity in the United States, which West forecasts will be relatively flat through the rest of this decade, and one-half to one-third that of economic competitors such as Spain, France or Germany. The coming manufacturing recovery is the subject of several studies by the Boston Consulting Group. I’ll focus here on the most recent one, “U.S. Manufacturing Nears the Tipping Point,” which appeared in March. What’s happening, according to BCG, is a “reshoring” back to America of manufacturing that previously migrated offshore, especially to China. The analysts estimate that by 2015, China’s cost advantage will have shrunk to the point that many manufacturers will prefer to open plants in the United States. In the vast manufacturing region surrounding Shanghai, total compensation packages will be about 25 percent of those for comparable workers in low-cost U.S. manufacturing states. But given higher American productivity, effective labor costs will be about 60 percent of those in America — not low enough to compensate U.S. manufacturers for the risks and volatility of operating in China. In about five years, argue the BCG economists, the cost-risk balance will reach an inflection point in seven key industries where manufacturers had been moving to China: computers and electronics, appliances and electrical equipment, machinery, furniture, fabricated metals, plastics and rubber, and transportation goods. The industries together amounted to a nearly $2 trillion market in the United States in 2010, with China producing about $200 billion of that total. As manufacturers in these “tipping point” industries move back to America, BCG estimates, the U.S. economy will add $80 billion to $120 billion in annual output, and 2 million to 3 million new jobs, in direct manufacturing and spin-off employment. To complete this rosy picture, the analysts forecast that in about five years, U.S. exports will increase by at least $65 billion annually. Hold on, Dr. Pangloss. Those are just economists’ estimates. What do real manufacturers say? Well, BCG has some new numbers on that, too. In April, the consulting firm released a survey of executives at 106 U.S.-based companies with annual sales of more than $1 billion. Thirty-seven percent of them said they were planning to reshore manufacturing operations or “actively considering” the move. Among larger companies with sales of more than $10 billion, the positive response rose to 48 percent. Talking about American decline has become a national sport among policy intellectuals. The country still has severe political problems, but the numbers in these new studies make me wonder if some of the deep pessimism is misplaced. 

Energy prices are irrelevant to manufacturing
Levi 12 (Michael A. Levi David M. Rubenstein Senior Fellow for Energy and the Environment, 5/7/2012, "Oil and Gas Euphoria Is Getting Out of Hand", blogs.cfr.org/levi/2012/05/07/oil-and-gas-euphoria-is-getting-out-of-hand/)

But there is more. Ignatius’s column isn’t just about energy; it’s also about the resurgence of U.S. manufacturing. Here’s how he links the two: “Energy security would be one building block of a new prosperity. The other would be the revival of U.S. manufacturing and other industries. This would be driven in part by the low cost of electricity in the United States, which West forecasts will be relatively flat through the rest of this decade, and one-half to one-third that of economic competitors such as Spain, France or Germany.” Once again, these sorts of claims have become increasingly common. Indeed the quantitative assertions are perfectly plausible. But the big picture implications don’t make sense. As of 2010, total sales of U.S. manufactured goods were about five trillion dollars. At the same time, the sector spent about 100 billion dollars on energy. That’s a mere two percent of total sales. You could slash energy costs to zero, and it would barely move the needle for most U.S. manufacturers. There are, of course, exceptions, like some iron, steel, cement, and paper makers. But even these industries care about much more than their electricity prices. Will lower energy costs move things at the margin? Of course they will, and that’s good news. But they are nowhere close to what’s needed for U.S. manufacturing to broadly thrive.
Manufacturing loss inevitable

Thompson 12 (Derek Thompson is a senior editor at The Atlantic, where he oversees business coverage for the website., 3/9/2012, "Trade My Brain, Please! Why We Don't Need to 'Make Something' to Export It", www.theatlantic.com/business/archive/2012/03/trade-my-brain-please-why-we-dont-need-to-make-something-to-export-it/254274/)
The president is onto something. Exports matter. A good reason to fetishize manufacturing is right in the president's first line: "If we do stuff here, we can sell it there." As you might have caught on, I changed the word "make" in the president's speech to "do" in this paragraph, because we don't need to make something and put it in a box to sell it to foreigners. We can do stuff and sell it for foreign money, too. This sort of thing is called a "service exports." It means selling our work, or brains, and our resources to other countries. "Services exports" sounds like a rather silly or impossible thing -- like putting an American doctor in a small box, shipping him across the Pacific to hospital in Mumbai, and shipping him back with the rupees. In fact, services exports are much simpler than that. Simpler, even, than selling actual manufactured goods. If an Argentinian student goes to Harvard, that's an export. If a Korean uses a Kansas architect to design a building, that's an export. If Bain Capital advises a British investor getting in on a Moroccan start-up, that's an export. Perhaps service exports seem less "pure" than manufactured exports. In fact, there's a better case that the opposite is true. For any given "export dollar," service exports create a great share of what economists call "U.S. value added. That's a mouth-full, so you can call it "cold hard money in America." Think about a car shipped in a box from the United States to Spain. That's a U.S. export. But it's not a 100% U.S. product. The car parts might have come from one country, where they were fixed in Canada, taken south to be assembled in the United States, and shipped to Barcelona. The money made from the Spanish sale counts as a U.S. export, but the revenue is divided across the car's global supply chain. On the other hand, if a Barcelona family goes to Detroit for vacation, their euros stay in Detroit. "Business service exports had 95.6 percent U.S. value-added in 2004," the Brookings Metropolitan Policy program reported in a new study on exports. "Metropolitan areas specialized in services, such as Des Moines, Las Vegas, and Washington, D.C. tend to have higher shares of U.S. value-added in their exports than the rest of the largest 100 metro areas." The United States is the second or third largest total exporter, by various counts. But as a service exporter, we're the unambiguous world leader, commanding 14% of the world market, twice that of second-place Germany. In 2010, private services exports represented a third of U.S. exports, according to Brookings, and that number is going to keep growing. (As Scott Thomasson pointed out on Twitter, we even have a trade surplus with China.) An emphasis on exports is important because it keeps us competitive in a global market and brings in foreign money, which is especially useful for a slow economy. But we shouldn't just think of exports as stuff we can put into a box. We will continue to make things and put them in boxes and sell them in other countries. But 70% of the economy is employed in the services sector and there are five times more people working in professional services/education/leisure&hospitality than manufacturing today, and the ratio will probably grow in the next decade. We need to talk about those exporting industries, too. You don't need to make something to sell it "there."

Current production solves chem industry

Kaskey 11

Jack Kaskey, staff writer, Bloomberg, August 10, 2011, "Cheap Shale Gas Means Record U.S. Chemical Industry Growth", http://www.bloomberg.com/news/2011-08-10/cheap-shale-gas-means-record-u-s-chemical-industry-expansion.html
Dow Chemical Co. (DOW) spent a decade moving chemical production to the Middle East and Asia. Now it’s leading the biggest expansion ever seen back home in the U.S. as shale gas revives the industry’s economics. Dow is among companies planning to build crackers, industrial plants typically costing $1.5 billion apiece that process hydrocarbons into ethylene and other synthetic materials. The new crackers will be the first to be built in the U.S. since 2001 and the largest wave of additional capacity, John Stekla, a director at Chemical Market Associates Inc., a Houston-based consultant, said in an interview. Driving this renaissance is the plunge in the price of natural gas, used in crackers as a raw material, to a nine-year low. New drilling methods are opening up vast shale formations from Texas to West Virginia. U.S. chemical investments stemming from shale gas may top $16 billion, creating 17,000 jobs directly and another 400,000 indirectly, according to the American Chemistry Council, a Washington-based industry group. “The U.S. now has investment-grade economics, and because of shale we are going to lock those economics in,” Dow Chief Executive Officer Andrew Liveris said. “We can grow our Americas base off our U.S. Gulf Coast assets. That is a big change.” Dow will spend about $4 billion to construct a cracker near the Gulf Coast by 2017, reopen another in Louisiana, and build two propylene plants, Liveris said in a July 8 telephone interview from Dow’s Midland, Michigan, headquarters. That investment will supply ingredients for Dow plants making high- margin products such as paint additives and automotive plastics.

Industry resilient - empirics

Picker 09

Stefan Picker and David Große Kathöfer, editors for the Journal of Business Chemistry, Journal of Business Chemistry, January 2009, "Discussing challenges in the chemical industry for five years", Volume 6, Issue 1,

http://www.businesschemistry.org/article/?article=27
This will likely be even more so the case in the near future, with an omnipresent financial and economic crisis around us, that yet has to unfold its total impact. As a large supplier for most of the highly affected industrial sectors, the chemical industry and all its partners are facing challenging and turbulent times. Measures to cut costs, shrinking markets and severe restructurings will be the effect. However, we are confident that the chemical industry will, in the end, be strengthened. Whatever risks and opportunities the chemical industry will face, the need for a discussion platform on business chemistry issues will only increase. The JoBC hopes it can help to share best practice examples and provide detailed academic analyses of how to act and react in an era of fundamental change.
Bioterror is ineffective, expensive, and inefficient 

Stratfor 7, private intelligence agency, analyzes geopolitical trends, 12/21/ (“Bioterrorism: Sudden Death Overtime?,” http://www2.stratfor.com/analysis/bioterrorism_sudden_death_overtime)

In this season of large college bowl games and the National Football League playoffs in the United States, and large nonsporting events such as the New Year’s Eve celebration in New York’s Times Square — not to mention the upcoming Olympic Games in Beijing — a discussion of bioterrorism and the threat it poses might be of interest.  First, it must be recognized that during the past several decades of the modern terrorist era, biological weapons have been used very infrequently — and there are some very good reasons for this. Contrary to their portrayal in movies and television shows, biological agents are difficult to manufacture and deploy effectively in the real world. In spite of the fear such substances engender, even in cases in which they have been somewhat effective they have proven to be less effective and more costly than more conventional attacks using firearms and explosives.  In fact, nobody even noticed what was perhaps the largest malevolent deployment of biological agents in history, in which thousands of gallons of liquid anthrax and botulinum toxin were released during several attacks in a major metropolitan area over a three-year period. This use of biological agents was perpetrated by the Japanese apocalyptic cult Aum Shinrikyo. An examination of the group’s chemical and biological weapons (CBW) program provides some important insight into biological weapons, their costs — and their limitations.  In the late 1980s, Aum’s team of trained scientists spent millions of dollars to develop a series of state-of-the-art biological weapons research and production laboratories. The group experimented with botulinum toxin, anthrax, cholera and Q fever and even tried to acquire the Ebola virus. The group hoped to produce enough biological agent to trigger a global Armageddon. Between April of 1990 and August of 1993, Aum conducted seven large-scale attacks involving the use of thousands of gallons of biological agents — four with anthrax and three with botulinum toxin.  The group’s first attempts at unleashing mega-death on the world involved the use of botulinum toxin. In April of 1990, Aum used a fleet of three trucks equipped with aerosol sprayers to release liquid botulinum toxin on targets that included the Imperial Palace, the Diet and the U.S. Embassy in Tokyo, two U.S. naval bases and the airport in Narita. In spite of the massive quantities of agent released, there were no mass casualties and, in fact, nobody outside of the cult was even aware the attacks had taken place.  When the botulinum operations failed to produce results, Aum’s scientists went back to the drawing board and retooled their biological weapons facilities to produce anthrax. By mid-1993, they were ready to launch attacks involving anthrax, and between June and August of 1993 the group sprayed thousands of gallons of aerosolized liquid anthrax in Tokyo. This time Aum not only employed its fleet of sprayer trucks, but also use sprayers mounted on the roof of their headquarters to disperse a cloud of aerosolized anthrax over the city. Again, the attacks produced no results and were not even noticed. It was only after the group’s successful 1995 subway attacks using sarin nerve agent that a Japanese government investigation discovered that the 1990 and 1993 biological attacks had occurred.  Aum Shinrikyo’s team of highly trained scientists worked under ideal conditions in a first-world country with a virtually unlimited budget. The team worked in large, modern facilities to produce substantial quantities of biological weapons. Despite the millions of dollars the group spent on its bioweapons program, it still faced problems in creating virulent biological agents, and it also found it difficult to dispense those agents effectively.  Even when the group switched to employing a nerve agent, it only succeeded in killing a handful of people. A comparison between the Aum Shinrikyo Tokyo subway attack and the jihadist attack against the Madrid trains in 2004 shows that chemical/biological attacks are more expensive to produce and yield fewer results than attacks using conventional explosives. In the March 1995 Tokyo subway attack — Aum’s most successful — the group placed 11 sarin-filled plastic bags on five different subway trains and killed 12 people. In the 2004 Madrid attack, jihadists detonated 10 improvised explosive devices (IEDs) and killed 191 people. Aum’s CBW program cost millions and took years of research and effort; the Madrid bombings only cost a few thousand dollars, and the IEDs were assembled in a few days.  The most deadly biological terrorism attack to date was the case involving a series of letters containing anthrax in the weeks following the Sept. 11 attacks — a case the FBI calls Amerithrax. While the Amerithrax letters did cause panic and result in companies all across the country temporarily shutting down if a panicked employee spotted a bit of drywall dust or powdered sugar from doughnuts eaten by someone on the last shift, in practical terms, the attacks were very ineffective. The Amerithrax letters resulted in five deaths; another 22 victims were infected but recovered after receiving medical treatment. The letters did not succeed in infecting senior officials at the media companies targeted by the first wave of letters, or Sens. Tom Daschle and Patrick Leahy, who were targeted by a second wave of letters.  By way of comparison, John Mohammed, the so-called “D.C. Sniper,” was able to cause mass panic and kill twice as many people (10) by simply purchasing and using one assault rifle. This required far less time, effort and expense than producing the anthrax spores used in the Amerithrax case. It is this cost-benefit ratio that, from a militant’s perspective, makes firearms and explosives more attractive weapons for an attack. This then is the primary reason that more attacks using biological weapons have not been executed: The cost is higher than the benefit.  Certainly, history has shown that militant organizations and homegrown militants are interested in large sporting events as venues for terror; one needs to look no further than the 1972 Munich Massacre, the 1980 Olympic Park bombing or even the 2005 incident in which University of Oklahoma student Joel Hinrichs died after a TATP-filled backpack he was wearing exploded outside a football game at Oklahoma Memorial Stadium, to see this. Because of this, vigilance is needed. However, militants planning such attacks will be far more likely to use firearms or IEDs in their attacks than they will biological agents. Unfortunately, in the real world guns and suicide bombs are far more common — and more deadly — than air horns filled with creepy bioterror. 
No exports now but the plan changes it
Dlouhy, staff writer for the Houston Chronicle, 7/14/2012
(Jennifer, “Exporting natural gas a dilemma for U.S.,” http://www.sfgate.com/business/article/Exporting-natural-gas-a-dilemma-for-U-S-3707334.php#ixzz23dQTdrev)

The drilling boom that has led to a glut of natural gas and sent prices to 10-year lows is causing a quandary for the Obama administration, which is struggling to decide whether the United States should share the bounty with foreign countries.¶ Although the Energy Department recently approved Houston firm Cheniere Energy's plans to begin exporting liquefied natural gas from its terminal in southwest Louisiana, the government has put off making decisions on similar applications from at least seven other companies.¶ Administration officials say they'll make those decisions after they get the results of a study commissioned by the Energy Department on how allowing companies to sell U.S.-produced natural gas overseas would affect prices for American consumers. The study is due out this summer.¶ "We want analysis to drive decisions," White House energy adviser Heather Zichal said at a recent forum. The administration supports domestic natural gas and isn't opposed to exports, she said, but also is committed to "protecting American consumers and making sure we're sending the right signal to industry and the manufacturing sector."¶ The dilemma is politically treacherous in an election year and amidst a struggling economy. Although the United States already exports some natural gas - mostly by pipelines to Mexico and Canada - the flurry of proposals to liquefy natural gas for tanker shipment and sell it to foreign consumers would mean a big jump in exports.¶ Plans may not fly¶ Applications filed with the Energy Department could put the United States on track to export about 16 billion cubic feet of liquefied natural gas each day - almost a quarter of U.S. daily production in 2011.¶ But few expect all of those proposals to win federal approval, and it could be years before construction is finished on even those projects that win the green light. Experts say the realistic potential market for exports from the United States and Canada is 4 billion to 5 billion cubic feet per day by 2020.¶ An Energy Information Administration report released in January concluded that exporting natural gas would cause prices to climb in the United States. According to the agency, consumers' electricity bills would increase by 1 to 3 percent from 2015 to 2035 and industrial prices would climb 9 to 28 percent.¶ Unlike crude, which is a globally traded commodity, natural gas is traded on nonintegrated markets, resulting in huge price variations in different places. The prospect of selling natural gas in Asian and European markets at five times its price in the United States is enough to make most domestic producers giddy.¶ Energy companies and analysts have argued that current U.S. natural gas prices are unsustainable. It closed Friday at $2.874 per million BTUs in trading on the New York Mercantile Exchange.¶ The opposing argument is that exports could cause prices to spike, sending electricity bills upward and jeopardizing a resurgence in domestic manufacturing tied to abundant, cheap natural gas. Manufacturers that use natural gas to fuel their plants and as a building block to make other products were hit hard over the past two decades by volatile swings in prices, which last peaked over $15 in 2005.¶ Elected officials mum¶ Because any position risks alienating important constituencies - energy producers and manufacturers as well as rank-and-file voters - few elected officials are pushing the issue.¶ "It's a lot safer for politicians who don't want to be on the wrong side to defer it," said Kevin Book, an analyst with ClearView Energy Partners.¶ Even key stakeholders in the debate are keeping low profiles. Several major energy industry groups have kept mostly quiet, possibly for fear of advocating an export strategy linked to higher prices.¶ Many manufacturers, meanwhile, are wary of visibly opposing energy exports and being painted as free trade foes. Some companies also are torn because their foreign operations could benefit from an influx of cheaper U.S. natural gas.¶ President Obama and Republican challenger Mitt Romney also have avoided making big pronouncements.¶ Advances in drilling technology have allowed energy companies to extract natural gas from dense rock formations coast to coast and tap what analysts widely describe as a 100-year supply of the fossil fuel.¶ Time-out proposed¶ A few congressional critics are pushing for a time-out. Rep. Ed Markey, D-Mass., has introduced legislation that would halt new natural gas exports until 2025. Markey argues that the domestic natural gas explosion gives the United States a major global advantage that would be squandered by exports.¶ "This is our biggest game-changing moment in a generation," he said. "Low-priced natural gas is driving an American manufacturing renaissance."¶ Linking U.S. natural gas production with global markets would hamper moves to power more cars and produce more electricity with the gas, Markey said.¶ Many analysts contend natural gas prices are destined to rise even without more exports as companies scale back production.
American natural gas trades off with Australian exports

Australian Financial Review 4/2/2012
(“Hiving off gas could hobble a golden gosling,” Lexis)

In fact, as was shown at the AFR conference and by reports on the market, the scale of investment in LNG projects in Australia is set to skyrocket, from $10 billion in 2010 to an estimated $30 billion in 2015 on existing projects alone. In the next six years to 2018, export volumes are expected to quadruple to 80 million tonnes a year, adding substantially to export growth and tax receipts. But the projects required to reap those benefits require massive capital investment over long periods, as well as sophisticated technology and advanced project-management skills. The costs of these crucial inputs have been increasing. The high dollar, shortages in skills, the problem of attracting staff to remote areas and the increasing regulatory burden, particularly in meeting environmental regulations, have all added greatly to cost pressures. Environmental concerns of varying merit are particularly making themselves felt in the coal seam gas end of the market. These costs cannot be passed onto hapless consumers. Prices are determined by an international market and competition is set to increase rapidly. With advances in hydraulic fracturing (or "fracking"), gas reserves have multiplied in North America. New technology allows drilling to go deep underground and then horizontal for kilometres to tap shale gas, prompting talk in the US of a "shale gale". Major new fields have been discovered off East Africa. Qatar is also expected to increase its production of gas.¶ Despite looming competition for customers as gas supplies increase, the gas market, unlike the oil market, remains fragmented. There are major price discrepancies between the Asian, Middle Eastern and European markets. With extra supply becoming available, the price of gas in the US has tumbled well below the price in the rest of the world. But the US market is split into regions, and without any history of LNG exporting, Australia has an opportunity to lock in long-term contracts to export gas at good prices.¶ That opportunity may quickly pass us by. The US Department of Energy is being asked to approve an increasing number of applications for export terminals. It is estimated that about a fifth of that country's natural gas exports could be shipped to India, Japan and China within a few years. With those major opportunities at hand, it makes no sense to reserve cheap gas for local manufacturers. The situation is analogous to that of cheap electricity supplied to the aluminium smelters. Despite that advantage, those smelters are now crying poor and talking of retrenchments due to the high dollar.¶ As the example of the aluminium smelters indicates, industrial protection does not work. The industry concerned will always be dependent on protection. In the case of reserving gas for local manufacturing, we would be hurting a major industry which is able to earn export income in order to support industries in which we have no competitive advantage.¶ Gas production is set to expand worldwide, and Australia may not hold its natural advantage in this area for very long. We are in a high-stakes race to gain technological and cost edge in supplying a developing energy source to the world. We cannot afford to handicap our industry by reserving sections of its output to prop up manufacturers.¶ They should learn to stand on their own two feet.

Australian exports solve South China Sea tensions

Taggart, analyst with Grenatec, an Australia-based energy research consultancy, 6/14/2012
(Stewart, “A New South China Sea Solution,” http://thediplomat.com/flashpoints-blog/2012/06/14/a-new-south-china-sea-solution/)

As the South China Sea heats up as a geopolitical flash point, it’s worth considering an alternative view on how to resolve tensions in the region. Recent disagreement has placed nations in the area on a course for conflict, which could have obvious dire consequences. But one alternative vision worth considering would take a quite different approach: building and operating a multilateral, pan-Asian energy infrastructure. At its core, the dispute over national boundaries in the South China Sea is a struggle over offshore oil and gas. Coupled with fishing and transit rights, the sea is worth fighting over. In the coming years, Asia (defined as China, Japan, South Korea, the Association of Southeast Asian Nation states, East Timor, Australia and Papua New Guinea) needs to invest trillions of dollars in new energy infrastructure, ranging from generation to transmission infrastructure, to exploration and production infrastructure. Without this investment, Asia’s economies can’t grow. And without it, Asia’s living standards can’t improve, and the region’s greenhouse gas emissions can’t be brought under control as the global energy economy shifts from coal to natural gas to diversified renewables. This means that Asia needs new energy infrastructure at the same time as territorial conflict looms over energy. Why not allow dispassionate markets to arbitrate resource claims? And how might this work? The place to start is with what’s planned. Australia plans to invest nearly $200 billion bringing on line new natural gas supplies for shipment to China, Japan and South Korea as Liquid Natural Gas (LNG). Meanwhile, the ASEAN states are deepening interconnections between their natural gas pipeline networks and electricity grids under the Trans- ASEAN Gas Pipeline (TAGP) project and the Trans-ASEAN Electricity Grid (TAEG) project. China, for its part, is leading the world in deployment of next-generation, high-capacity, long-distance Ultra-High Voltage Direct Current (UHVDC) power lines to upgrade existing HVDC technology. China’s also building out a national natural gas pipeline distribution network, with a possible use to import natural gas from Kazakhstan and Russia. The telecommunications revolution, meanwhile, continues apace. A number of companies plan to lay new fiber optic cables across the South China Sea as Asia’s online communities grow. Indonesia is now laying subsea fiber optic cable across its entire eastern archipelago as far as West Papua and Timor. Indonesia would like to interconnect this network, known as Palapa Ring, to Australia. It’s easy to see how a “network of networks” is taking shape. If these networks interconnect (the Internet is a template), the benefits will be huge: more liquid energy markets, more accurate (through aggregation) price signals for investment and lowered investment risk due to improved certainty of market access. But the biggest benefit may come from reducing regional tensions. That’s because a multilateral infrastructure crossing Southeast Asia (either by land or by sea), could allow for the more efficient “hub and spoke” development of the South China Sea’s oil and gas fields.

SCS conflict goes nuclear 

Wittner 11 

(Lawrence S. Wittner, Emeritus Professor of History at the State University of New York/Albany, Wittner is the author of eight books, the editor or co-editor of another four, and the author of over 250 published articles and book reviews. From 1984 to 1987, he edited Peace & Change, a journal of peace research., 11/28/2011, "Is a Nuclear War With China Possible?",  www.huntingtonnews.net/14446)

While nuclear weapons exist, there remains a danger that they will be used. After all, for centuries national conflicts have led to wars, with nations employing their deadliest weapons. The current deterioration of U.S. relations with China might end up providing us with yet another example of this phenomenon. The gathering tension between the United States and China is clear enough. Disturbed by China’s growing economic and military strength, the U.S. government recently challenged China’s claims in the South China Sea, increased the U.S. military presence in Australia, and deepened U.S. military ties with other nations in the Pacific region. According to Secretary of State Hillary Clinton, the United States was “asserting our own position as a Pacific power.” But need this lead to nuclear war? Not necessarily. And yet, there are signs that it could. After all, both the United States and China possess large numbers of nuclear weapons. The U.S. government threatened to attack China with nuclear weapons during the Korean War and, later, during the conflict over the future of China’s offshore islands, Quemoy and Matsu. In the midst of the latter confrontation, President Dwight Eisenhower declared publicly, and chillingly, that U.S. nuclear weapons would “be used just exactly as you would use a bullet or anything else.” Of course, China didn’t have nuclear weapons then. Now that it does, perhaps the behavior of national leaders will be more temperate. But the loose nuclear threats of U.S. and Soviet government officials during the Cold War, when both nations had vast nuclear arsenals, should convince us that, even as the military ante is raised, nuclear saber-rattling persists. Some pundits argue that nuclear weapons prevent wars between nuclear-armed nations; and, admittedly, there haven’t been very many—at least not yet. But the Kargil War of 1999, between nuclear-armed India and nuclear-armed Pakistan, should convince us that such wars can occur. Indeed, in that case, the conflict almost slipped into a nuclear war. Pakistan’s foreign secretary threatened that, if the war escalated, his country felt free to use “any weapon” in its arsenal. During the conflict, Pakistan did move nuclear weapons toward its border, while India, it is claimed, readied its own nuclear missiles for an attack on Pakistan. At the least, though, don’t nuclear weapons deter a nuclear attack? Do they? Obviously, NATO leaders didn’t feel deterred, for, throughout the Cold War, NATO’s strategy was to respond to a Soviet conventional military attack on Western Europe by launching a Western nuclear attack on the nuclear-armed Soviet Union. Furthermore, if U.S. government officials really believed that nuclear deterrence worked, they would not have resorted to championing “Star Wars” and its modern variant, national missile defense. Why are these vastly expensive—and probably unworkable—military defense systems needed if other nuclear powers are deterred from attacking by U.S. nuclear might? Of course, the bottom line for those Americans convinced that nuclear weapons safeguard them from a Chinese nuclear attack might be that the U.S. nuclear arsenal is far greater than its Chinese counterpart. Today, it is estimated that the U.S. government possesses over five thousand nuclear warheads, while the Chinese government has a total inventory of roughly three hundred. Moreover, only about forty of these Chinese nuclear weapons can reach the United States. Surely the United States would “win” any nuclear war with China. But what would that “victory” entail? A nuclear attack by China would immediately slaughter at least 10 million Americans in a great storm of blast and fire, while leaving many more dying horribly of sickness and radiation poisoning. The Chinese death toll in a nuclear war would be far higher. Both nations would be reduced to smoldering, radioactive wastelands. Also, radioactive debris sent aloft by the nuclear explosions would blot out the sun and bring on a “nuclear winter” around the globe—destroying agriculture, creating worldwide famine, and generating chaos and destruction. 

Independently turns china
Buszynski 12

Leszek Buszynski, Visiting Fellow at the Strategic and Defence Studies Centre at the Australian National University, Spring 2012, The South China Sea: Oil, Maritime Claims, and U.S.—China Strategic Rivalry, http://csis.org/files/publication/twq12springbuszynski.pdf

The risk of conflict escalating from relatively minor events has increased in the South China Sea over the past two years with disputes now less open to negotiation or resolution. Originally, the disputes arose after World War II when the littoral statesÑChina and three countries of the Association of Southeast Asian Nations (ASEAN), Indonesia, Malaysia and the Philippines, as well as Vietnam which joined laterÑscrambled to occupy the islands there. Had the issue remained strictly a territorial one, it could have been resolved through Chinese efforts to reach out to ASEAN and forge stronger ties with the region.

Around the 1990s, access to the sea’s oil and gas reserves as well as fishing and ocean resources began to complicate the claims. As global energy demand has risen, claimants have devised plans to exploit the sea’s hydrocarbon reserves with disputes not surprisingly ensuing, particularly between China and Vietnam. Nevertheless, these energy disputes need not result in conflict, as they have been and could continue to be managed through joint or multilateral development regimes, for which there are various precedents although none as complicated as the South China Sea.

Now, however, the issue has gone beyond territorial claims and access to energy resources, as the South China Sea has become a focal point for U.S.—China rivalry in the Western Pacific. Since around 2010, the sea has started to become linked with wider strategic issues relating to China’s naval strategy and America’s forward presence in the area. This makes the dispute dangerous and a reason for concern, particularly as the United States has reaffirmed its interest in the Asia Pacific and strengthened security relations with the ASEAN claimants in the dispute.

Makes warming inevitable
Romm, Senior Fellow at the Center for American Progress and Physics PhD from MIT, 8/16/2012
(Joe, “Exporting Liquefied Natural Gas (LNG) Is Still Bad For The Climate — And A Very Poor Long-Term Investment,” http://thinkprogress.org/climate/2012/08/16/699601/exporting-liquefied-natural-gas-lng-bad-for-climate-poor-long-term-investment/?mobile=nc)

It is head-scratching to say the least to claim that exports would reduce greenhouse gas (GHG) emissions when the Times acknowledges that blocking exports would leave this fossil fuel in the ground! Burning natural gas releases GHGs. We need to slash global GHGs 50% in four decades merely to have a shot at keeping total warming anywhere near 2°C (3.6°F), a point beyond which risks to human civilization multiply exponentially.¶ Worse, natural gas extraction is leaky, and natural gas is mostly methane, a highly potent GHG (with some one hundred times the global warming potential of carbon dioxide over a 20-year period). Most of the new natural gas in this country comes from hydraulic fracturing, which is widely thought to be leakier than conventional gas extraction.¶ Worst of all, cooling natural gas to about −162°C (−260°F) and shipping it overseas for use in distant countries is costly and energy-intensive:¶ The process to bring the gas to such low temperatures requires highly capital intensive infrastructure. Liquefaction plants, specially designed ships fitted with cryogenic cooling tanks, regasification terminals and domestic transmission infrastructure all make LNG relatively expensive in construction and operational cost.¶ When you factor in the energy and emissions from this entire process, including shipping, you get a total life-cycle energy penalty of 20% or more. The extra greenhouse gas emissions can equal 30% or more of combustion emissions, according to a pretty definitive 2009 Reference Report by the Joint Research Centre of the European Commission, Liquefied Natural Gas for Europe – Some Important Issues for Consideration.¶ The NY Times piece actually makes this odd argument on behalf of LNG exports: “It will take years before any export terminals are up and running — in the meantime, producers and regulators should strengthen safeguards so that gas is extracted safely.”¶ But this is yet another reason why LNG exports make no sense. Why would we want to start massive exports of natural gas around the end of this decade, with costly new infrastructure that lasts until mid-century?¶ If avoiding catastrophic climate change is your goal, then spending huge sums on even conventional natural gas infrastructure is clearly not the answer, as a recent International Energy Agency report made clear:¶ The speciﬁc emissions from a gas-ﬁred power plant will be higher than average global CO2 intensity in electricity generation by 2025, raising questions around the long-term viability of some gas infrastructure investment if climate change objectives are to be met.¶ Duh! Or is that D’oh?¶ And as we’ve seen, LNG shipped from the U.S. is much worse from a GHG perspective than regular gas, so by the time a lot of new LNG terminals are up and running in this country, it seems likely that LNG-fired plants overseas will be have a higher GHG intensity than the average plant in the electric generation system needed to be anywhere near a non-catastrophic emissions path.¶ We do not want to build a global energy system around natural gas (see IEA’s “Golden Age of Gas Scenario” Leads to More Than 6°F Warming and Out-of-Control Climate Change). At the time, the UK Guardian‘s story put it well:¶ At such a level, global warming could run out of control, deserts would take over in southern Africa, Australia and the western US, and sea level rises could engulf small island states.¶ The extra emissions from LNG all but eliminate whatever small, short-term benefit there might be of building billion-dollar export terminals and other LNG infrastructure, which in any case will last many decades, long after a sustainable electric grid will not benefit one jot from replacing coal with gas.¶ Asserting any net benefit requires assuming the new gas replaces only coal — and isn’t used for, say, natural gas vehicles, which, as noted, are worse for the climate or that it doesn’t replace new renewables. If even a modest fraction of the imported LNG displaces renewables, it renders the entire expenditure for LNG counterproductive from day one.¶ Remember, a major 2012 study on “technology warming potentials” (TWPs) found that a big switch from coal to gas would only reduce TWP by about 25% over the first three decades (see “Natural Gas Is A Bridge To Nowhere Absent A Carbon Price AND Strong Standards To Reduce Methane Leakage“). And that is based on “EPA’s latest estimate of the amount of CH4 released because of leaks and venting in the natural gas network between production wells and the local distribution network” of 2.4%. Many experts believe the leakage rate is higher than 2.4%, particularly for shale gas. Also, recent air sampling by NOAA over Colorado found 4% methane leakage, more than double industry claims.¶ A different 2012 study by climatologist Ken Caldeira and tech guru Nathan Myhrvold finds basically no benefit in the switch whatsoever — see You Can’t Slow Projected Warming With Gas, You Need ‘Rapid and Massive Deployment’ of Zero-Carbon Power. That study takes into account the near-term impact of the construction of new infrastructure.¶ BOTTOM LINE: Investing billions of dollars in new shale gas infrastructure for domestic use is, at best, of limited value for a short period of time if we put in place both a CO2 price and regulations to minimize methane leakage. Exporting gas vitiates even that limited value and so investing billions in LNG infrastructure is, at best, a waste of resources better utilized for deploying truly low-carbon energy. At worst, it helps accelerates the world past the 2°C (3.6°F) warming threshold into Terra incognita — a planet of amplifying feedbacks and multiple simultaneous catastrophic impacts.

Warming

Warming won’t cause extinction

Barrett, professor of natural resource economics – Columbia University, ‘7
(Scott, Why Cooperate? The Incentive to Supply Global Public Goods, introduction)

First, climate change does not threaten the survival of the human species.5 If unchecked, it will cause other species to become extinction (though biodiversity is being depleted now due to other reasons). It will alter critical ecosystems (though this is also happening now, and for reasons unrelated to climate change). It will reduce land area as the seas rise, and in the process displace human populations. “Catastrophic” climate change is possible, but not certain. Moreover, and unlike an asteroid collision, large changes (such as sea level rise of, say, ten meters) will likely take centuries to unfold, giving societies time to adjust. “Abrupt” climate change is also possible, and will occur more rapidly, perhaps over a decade or two. However, abrupt climate change (such as a weakening in the North Atlantic circulation), though potentially very serious, is unlikely to be ruinous. Human-induced climate change is an experiment of planetary proportions, and we cannot be sur of its consequences. Even in a worse case scenario, however, global climate change is not the equivalent of the Earth being hit by mega-asteroid. Indeed, if it were as damaging as this, and if we were sure that it would be this harmful, then our incentive to address this threat would be overwhelming. The challenge would still be more difficult than asteroid defense, but we would have done much more about it by now. 
Negative feedbacks stop runaway warming
Singer, PhD physics – Princeton University and professor of environmental science – UVA, consultant – NASA, GAO, DOE, NASA, Carter, PhD paleontology – University of Cambridge, adjunct research professor – Marine Geophysical Laboratory @ James Cook University, and Idso, PhD Geography – ASU, ‘11
(S. Fred, Robert M. and Craig, “Climate Change Reconsidered,” 2011 Interim Report of the Nongovernmental Panel on Climate Change)

According to Lindzen and Choi, all 11 models employed in the IPCC‘s analysis ―agree as to positive feedback,‖ but they find that they all disagree—and disagree ―very sharply‖—with the real-world observations that Lindzen and Choi utilized, which imply that negative feedback actually prevails. Moreover, the presence of that negative feedback reduces the CO2-induced propensity for warming to the extent that their analysis of the real-world observational data yields only a mean SST increase ―of ~0.5°C for a doubling of CO2.‖ How does one decide which of the two results is closer to the truth? Real-world data would be the obvious standard against which to compare model-derived results, but since Lindzen and Choi‘s results are indeed based on real-world measurements, the only alternative we have is to seek other real-world results. Fortunately, there are several such findings, many of which are summarized by in Idso (1998), who describes eight ―natural experiments‖ that he personally employed in prior studies to determine ―how earth‘s near-surface air temperature responds to surface radiative perturbations.‖ The eight natural experiments used by Idso were (1) the change in the air‘s water vapor content that occurs at Phoenix, Arizona with the advent of the summer monsoon, (2) the naturally occurring vertical redistribution of dust that occurs at Phoenix between summer and winter, (3) the annual cycle of surface air temperature caused by the annual cycle of solar radiation absorption at the Earth‘s surface, (4) the warming effect of the entire atmosphere caused by its mean flux of thermal radiation to the surface of the Earth, (5) the annually averaged equator-to-pole air temperature gradient that is sustained by the annually averaged equator-to-pole gradient of total surface-absorbed radiant energy, (6) the mean surface temperatures of Earth, Mars, and Venus relative to the amounts of CO2 contained in their atmospheres, (7) the paradox of the faint early sun and its implications for Earth‘s thermal history, and (8) the greenhouse effect of water vapor over the tropical oceans and its impact on sea surface temperatures. These eight analyses, in the words of Idso, ―suggest that a 300 to 600 ppm doubling of the atmosphere‘s CO2 concentration could raise the planet‘s mean surface air temperature by only about 0.4°C,‖ which is right in line with Lindzen and Choi‘s deduced warming of ~0.5°C for a nominal doubling of the air‘s CO2 content. Hence, there would appear to be strong real-world data that argue against the overinflated CO2-induced global warming predicted by state-of-the-art climate models.

No acid impact

Hofmann, Professor of Ecology, Evolution and Marine Biology – University of California Santa Barbara et al., ‘11
(Gretchen E., “High-Frequency Dynamics of Ocean pH: A Multi-Ecosystem Comparison,” PLoS ONE Vol. 6, No. 12)

Since the publication of two reports in 2005–2006 [1], [2], the drive to forecast the effects of anthropogenic ocean acidification (OA) on marine ecosystems and their resident calcifying marine organisms has resulted in a growing body of research. Numerous laboratory studies testing the effects of altered seawater chemistry (low pH, altered pCO2, and undersaturation states - Ω - for calcium carbonate polymorphs) on biogenic calcification, growth, metabolism, and development have demonstrated a range of responses in marine organisms (for reviews see [3]–[8]). However, the emerging picture of biological consequences of OA – from data gathered largely from laboratory experiments – is not currently matched by equally available environmental data that describe present-day pH exposures or the natural variation in the carbonate system experienced by most marine organisms. Although researchers have documented variability in seawater carbonate chemistry on several occasions in different marine ecosystems (e.g., [9]–[15]), this variation has been under-appreciated in these early stages of OA research. Recently, a deeper consideration of ecosystem-specific variation in seawater chemistry has emerged (e.g., [16]–[18]), one that is pertinent to the study of biological consequences of OA. Specifically, assessments of environmental heterogeneity present a nuanced complement to current laboratory experiments. The dynamics of specific natural carbonate chemistry on local scales provide critical context because outcomes of experiments on single species are used in meta-analyses to project the overall biological consequences of OA [7], [19], to forecast ecosystem-level outcomes [20], and ultimately to contribute to policy decisions [21] and the management of fisheries [22], [23]. As noted earlier [24], natural variability in pH is seldom considered when effects of ocean acidification are considered. Natural variability may occur at rates much higher than the rate at which carbon dioxide is decreasing ocean pH, about −0.0017 pH/year [25], [26]. This ambient fluctuation in pH may have a large impact on the development of resilience in marine populations, or it may combine with the steady effects of acidification to produce extreme events with large impacts [24]. In either case, understanding the environmental variability in ocean pH is essential. Although data on the natural variation in the seawater CO2 system are emerging, nearly all high-resolution (e.g. hourly) time series are based on pCO2 sensors, with comparatively few pH time series found in the literature. From a research perspective, the absence of information regarding natural pH dynamics is a critical data gap for the biological and ecological arm of the multidisciplinary investigation of OA. Our ability to understand processes ranging from physiological tolerances to local adaptation is compromised. Specifically, laboratory experiments to test tolerances are often not designed to encompass the actual habitat exposure of the organisms under study, a critical design criterion in organismal physiology that also applies to global change biology [27]–[29]. It is noted that neither pH nor pCO2 alone provide the information sufficient to fully constrain the CO2 system, and while it is preferred to measure both, the preference for measuring one over the other is evaluated on a case-by-case basis and is often dictated by the equipment available. In this light, data that reveal present-day pH dynamics in marine environments and therefore ground pH levels in CO2 perturbation experiments in an environmental context are valuable to the OA research community in two major ways. First, estimates of organismal resilience are greatly facilitated. Empiricists can contextualize lab experiments with actual environmental data, thereby improving them. Notably, the majority of manipulative laboratory experiments in OA research (including our own) have been parameterized using pCO2 levels as per the IPCC emission scenario predictions [30]. One consequence of this practice is that organisms are potentially tested outside of the current exposure across their biogeographic range, and tolerances are not bracketed appropriately. This situation may not be a lethal issue (i.e. negating all past observations in experiments where environmental context was not known); however, the lack of information about the ‘pH seascape’ may be translated through these organismal experiments in a manner that clouds the perspective of vulnerability of marine ecosystems. For example, recent data on the heterogeneity of pH in coastal waters of the Northeastern Pacific [31], [32] that are characterized by episodic upwelling has caused biologists to re-examine the physiological tolerances of organisms that live there. Specifically, resident calcifying marine invertebrates and algae are acclimatized to existing spatial and temporal heterogeneity [17], [18], and further, populations are likely adapted to local to regional differences in upwelling patterns [33]. Secondly, in addition to improving laboratory experiments, data regarding the nature of the pH seascape also facilitate hypothesis-generating science. Specifically, heterogeneity in the environment with regard to pH and pCO2 exposure may result in populations that are acclimatized to variable pH or extremes in pH. Although this process has been highlighted in thermal biology of marine invertebrates [34], such insight is not available with regard to gradients of seawater chemistry that occur on biogeographic scales. With that said, recent field studies have demonstrated that natural variation in seawater chemistry does influence organismal abundance and distribution [16], [35], [36]. With our newfound access to pH time series data, we can begin to explore the biophysical link between environmental seawater chemistry and resilience to baseline shifts in pH regimes, to identify at-risk populations as well as tolerant ones. Additionally, the use of sensors in the field can identify hidden patterns in the CO2 system, revealing areas that are refugia to acidification or carbonate undersaturation; such knowledge could enable protection, management, and remediation of critical marine habitats and populations in the future. The recent development of sensors for in situ measurements of seawater pH [37], [38] has resulted in the ability to record pH more readily in the field in a manner that can support biological and ecological research. Since 2009, the Martz lab (SIO) has constructed 52 “SeaFET” pH sensors for 13 different collaborators (see http://martzlab.ucsd.edu) working in a broad range of settings. Using subsamples of data from many of these sensors, here we examine signatures of pH heterogeneity, presenting time series snapshots of sea-surface pH (upper 10 m) at 15 locations, spanning various overlapping habitat classifications including polar, temperate, tropical, open ocean, coastal, upwelling, estuarine, kelp forest, coral reef, pelagic, benthic, and extreme. Naturally, at many sites, multiple habitat classifications will apply. Characteristic patterns observed in the 30-day snapshots provide biome-specific pH signatures. This comparative dataset highlights the heterogeneity of present-day pH among marine ecosystems and underscores that contemporary marine organisms are currently exposed to different pH regimes in seawater that are not predicted until 2100. Results Overall, the patterns of pH recorded at each of the 15 deployment sites (shown in Figure 1, Table 1) were strikingly different. Figure 2 presents the temporal pattern of pH variation at each of these sites, and, for the sake of comparison, these are presented as 30-day time series “snapshots.” Note that all deployments generated >30 days of data except for sensors 3, 4, and 13, where the sensors were deliberately removed due to time constraints at the study sites. Though the patterns observed among the various marine ecosystems are driven by a variety of oceanographic forcing such as temperature, mixing, and biological activity, we do not provide a separate analysis of controlling factors on pH at each location. Each time series was accompanied by a different set of ancillary data, some rich with several co-located sensors, others devoid of co-located sensors. Given these differences in data collection across sites, here we focus on the comparative pH sensor data as a means to highlight observed pH variability and ecosystem-level differences between sites. For purposes of comparison, the metrics of variability presented here are pH minima, maxima, range, standard deviation, and rate of change (see Table 2). The rate presented in Table 2 and Figure 3 represents a mean instantaneous rate of change in pH hr−1, where a rate was calculated for each discrete time step as the absolute value of pH difference divided by the length of time between two adjacent data points. In terms of general patterns amongst the comparative datasets, the open ocean sites (CCE1 and Kingman Reef) and the Antarctic sites (Cape Evans and Cindercones) displayed the least variation in pH over the 30-day deployment period. For example, pH range fluctuated between 0.024 to 0.096 at CCE1, Kingman Reef, Cape Evans, and Cindercones (Figure 2A, B and Table 2). In distinct contrast to the stability of the open ocean and Antarctic sites, sensors at the other five site classifications (upwelling, estuarine/near-shore, coral reef, kelp forest, and extreme) captured much greater variability (pH fluctuations ranging between 0.121 to 1.430) and may provide insight towards ecosystem-specific patterns. The sites in upwelling regions (Pt. Conception and Pt. Ano Nuevo, Figure 2C), the two locations in Monterey Bay, CA (Figure 2D), and the kelp forest sites (La Jolla and Santa Barbara Mohawk Reef, Figure 2F) all exhibited large fluctuations in pH conditions (pH changes>0.25). Additionally, at these 6 sites, pH oscillated in semi-diurnal patterns, the most apparent at the estuarine sites. The pH recorded in coral reef ecosystems exhibited a distinct diel pattern characterized by relatively consistent, moderate fluctuations (0.1<pH change<0.25; Figure 2E). At the Palmyra fore reef site, pH maxima occurred in the early evening (~5:00 pm), and pH minima were recorded immediately pre-dawn (~6:30 am). On a fringing reef site in Moorea, French Polynesia, a similar diel pattern was observed, with pH maxima occurring shortly after sunset (~7:30 pm) and pH minima several hours after dawn (~10:00 am). Finally, the greatest transitions in pH over time were observed at locations termed our “Extreme” sites - a CO2 venting site in Italy (site S2 in ref. [36]) and a submarine spring site in Mexico. For these sites, the patterns were extremely variable and lacked a detectable periodicity (Figure 2G). The sites examined in this study do not comprehensively represent pH variability in coastal ecosystems, partly because we focused on surface epipelagic and shallow benthic pH variability. Many organisms that may be impacted by pH variability and ocean acidification reside at intermediate (>10 m) to abyssal depths. Notable regimes missing from Figure 2 include seasonally stratified open ocean locations that exhibit intense spring blooms; the equatorial upwelling zone; other temperate (and highly productive) Eastern Continental Boundary upwelling areas; subsurface oxygen minimum zones and seasonal dead zones; and a wide variety of unique estuarine, salt marsh, and tide pool environments. Spring bloom locations exhibit a marked increase in diel pCO2 variability during the peak bloom with a coincident drawdown similar in magnitude but opposite in sign to the upwelling signals shown in Figure 2 [39]. Equatorial upwelling locations undergo significant stochastic variability, as observed by pCO2 sensors in the TAO array (data viewable at http://www.pmel.noaa.gov/). Intertidal vegetated and tide pool habitats may exhibit major pH fluctuations due to macrophyte or animal respiratory cycles [15], while CO2 production in oxygen minimum zones can reduce pH to a limit of about 7.4 [40]. Due to local temperature differences, variable total alkalinity, and seasonal differences between deployment dates at each site, a comparison of average pH across the datasets would be somewhat misleading. However, some information can be gleaned from an examination of the averages: the overall binned average of all 15 mean values in Table 1 is 8.02±0.1. This pH value is generally in agreement with the global open ocean mean for 2010 of 8.07, a value generated by combining climatology data for temperature, salinity, phosphate, silicate [41]–[43], total alkalinity [44], and pCO2 [45] for the year 2000, corrected to 2010 using the average global rise of 1.5 µatm pCO2 yr−1. Rather than make a point-by-point comparison of the mean pH of each dataset, we focus instead on the differences in observed variability amongst the sites. For this analysis, summary statistics of the comparative datasets were ranked in order to examine the range of variability across all 15 sites (Fig. 3). Discussion Collected by 15 individual SeaFET sensors in seven types of marine habitats, data presented here highlight natural variability in seawater pH. Based on Figure 3, it is evident that regions of the ocean exhibit a continuum of pH variability. At sites in the open ocean (CCE-1), Antarctica, and Kingman reef (a coastal region in the permanently stratified open Pacific Ocean with very low residence times, and thus representative of the surrounding open ocean water), pH was very stable (SD<0.01 pH over 30 days). Elsewhere, pH was highly variable across a range of ecosystems where sensors were deployed. The salient conclusions from this comparative dataset are two-fold: (1) most non-open ocean sites are indeed characterized by natural variation in seawater chemistry that can now be revealed through continuous monitoring by autonomous instrumentation, and (2) in some cases, seawater in these sites reaches extremes in pH, sometimes daily, that are often considered to only occur in open ocean systems well into the future [46]. Admittedly, pH is only part of the story with regard to the biological impacts of OA on marine organisms. However, continuous long-term observations provided by sensors such as the SeaFET are a great first step in elucidating the biophysical link between natural variation and physiological capacity in resident marine organisms. In the end, knowledge of spatial and temporal variation in seawater chemistry is a critical resource for biological research, for aquaculture, and for management efforts. From a biological perspective, the evolutionary history of the resident organisms will greatly influence the adaptation potential of organisms in marine populations. Thus, present-day natural variation will likely shape capacity for adaptation of resident organisms, influencing the resilience of critical marine ecosystems to future anthropogenic acidification. Below we discuss the comparative SeaFET-collected data and, where applicable, the biological consequences of the temporal heterogeneity that we found in each of the marine ecosystems where sensors were deployed. As the most stable area, the open ocean behaves in a predictable way and generally adheres to global models attempting to predict future CO2 conditions based on equilibration of the surface ocean with a given atmospheric pCO2 (e.g. [47]). This can be shown with longer-term pH records obtained with SeaFET sensors, which are available at the CCE-1 mooring (Fig. 4). The ambient pH values for this open ocean location can be predicted to better than ±0.02 from the CO2-corrected climatology mentioned above; pH has dropped by about 0.015 units since 2000. At CCE-1, the annual carbonate cycle followed the sea surface temperature cycle, and pH was driven mostly by changes in the temperature dependence of CO2 system thermodynamics (Figure 4). SeaFET observations at CCE-1 agree with the climatology to +0.017±0.014 pH units, with episodic excursions from the climatology but a general return to the climatological mean. Although the annual cycle in the open ocean is somewhat predictable, it is notable that even at these seemingly stable locations, climatology-based forecasts consistently underestimate natural variability. Our observations confirm an annual mean variability in pH at CCE-1 of nearly 0.1, suggest an inter-annual variability of ~0.02 pH, and capture episodic changes that deviate from the climatology (Figure 4). Similar underestimates of CO2 variability were observed at nine other open ocean locations, where the Takahashi pCO2 climatology overlaps PMEL moorings with pCO2 sensors (not shown). Thus, on both a monthly (Fig. 2) and annual scale (Fig. 4), even the most stable open ocean sites see pH changes many times larger than the annual rate of acidification. This natural variability has prompted the suggestion that “an appropriate null hypothesis may be, until evidence is obtained to the contrary, that major biogeochemical processes in the oceans other than calcification will not be fundamentally different under future higher CO2/lower pH conditions” [24]. Similarly, the sensors deployed on the benthos in the Antarctic (Cindercones and Cape Evans, Figure 2B) recorded relatively stable pH conditions when compared to other sites in the study. Very few data exist for the Southern Ocean; however, open-water areas in this region experience a strong seasonal shift in seawater pH (~0.3–0.5 units) between austral summer and winter [48], [49] due to a decline in photosynthesis during winter and a disequilibrium of air-sea CO2 exchange due to annual surface sea ice and deep water entrainment [50]. Given the timing of deployment of our sensor in McMurdo Sound (austral spring: October–November), the sensor did not capture the change in seawater chemistry that might have occurred in the austral winter [49]. In general, due to sea ice conditions, observations from the Southern Ocean are limited, with water chemistry data falling into two categories: (1) discrete sampling events during oceanographic cruises (e.g. US Joint Global Ocean Flux Study, http://www1.whoi.edu/) and (2) single-point measurements from locations under sea ice [49], [51], [52]. Biologically speaking, the Southern Ocean is a region expected to experience acidification and undersaturated conditions earlier in time than other parts of the ocean [47], and calcifying Antarctic organisms are thought to be quite vulnerable to anthropogenic OA given the already challenging saturation states that are characteristic of cold polar waters [53]–[56]. Short-term CO2 perturbation experiments have shown that Antarctic calcifying marine invertebrates are sensitive to decreased saturation states [51], [57], although the number of species-level studies and community-level studies are very limited. The Western Antarctic Peninsula and the sub-Antarctic islands will experience pronounced increases in temperature [54] and could consequently undergo more variation and/or undersaturation given the increased potential for biological activity. Importantly, depending on the patterns of seasonally-dependent saturation state that will be revealed with improved observations [58], Antarctic organisms may experience more variation than might be expected, a situation that will influence their resilience to future acidification. Three other types of study sites – the coastal upwelling, kelp forest and estuarine/near-shore sites – all exhibited variability due to a combination of mixing, tidal excursions, biological activity, and variable residence time (Fig. 2). Although these sites are all united by fairly obvious heterogeneity in pH, organisms living in these areas encounter unique complexities in seawater chemistry that will influence their physiological response, resilience, and potential for adaptation. Typically, estuarine environments have riverine input that naturally creates very low saturation states [59]–[61]. Seawater chemistry conditions in these areas often shift dramatically, challenging biogenic calcification by resident organisms. Additionally, these species must also tolerate abiotic factors that interact with pH, such as temperature [62]. Two sensors in the Monterey Bay region, L1 (at the mouth of Elkhorn Slough) and L20 (~2 km seaward and north of L1), recorded rapid changes in pH. However, as opposed to riverine input, the low pH fluctuations observed here are likely due to isopycnal shoaling or low CO2 water that is pulsing up to the near shore on internal tides. These locations may also experience high river run-off in the rainy season, but such conditions were not reflected in the time series shown in Fig. 2. Organisms living in upwelling regions may be acclimatized and adapted to extremes in seawater chemistry; here, deep CO2-enriched waters reach the surface and may shoal onto the benthos on the continental shelf [31], [32]. Data collected from our upwelling sites support the patterns found by cruise-based investigations; pH fluctuations were often sharp, and large transitions of up to ~0.35 pH units occurred over the course of days (Fig. 2). Laboratory studies on calcifying marine invertebrates living in upwelling regions suggest that these organisms maintain function under such stochastic conditions. However, overall performance may be reduced, suggesting that these species are indeed threatened by future acidification [17], [18], [63]. For kelp forests, although there is less influence from riverine inputs, pH variation is quite dynamic at these sites in the coastal California region (Fig 2; [18]). Patterns here are likely driven by fluctuations in coastal upwelling, biological activity, currents, internal tides, seasonally shoaling isopleths, as well as the size of the kelp forest, which may influence residence times via reduced flow. Kelps may respond positively to increased availability of CO2 and HCO3−, which may allow for reduced metabolic costs and increased productivity [64]. Increased kelp production may elevate pH within the forest during periods of photosynthesis, causing wider daily fluctuations in pH, though this is speculative at this time. As a result, kelp forests, particularly those of surface canopy forming species such as Macrocystis pyrifera, may contain a greater level of spatial heterogeneity in terms of the pH environment; vertical gradients in pH may form due to enhanced levels of photosynthesis at shallower depths. Such gradients may increase the risk of low pH exposure for benthic species while buffering those found within the surface canopy. Kelp forests provide habitat to a rich diversity of organisms from a wide range of calcifying and non-calcifying taxa [65]. As with organisms from the other coastal locations (estuarine and upwelling), the biota living within kelp forest environments are most likely acclimatized to this degree of natural variation. However, continued declines in oxygenation and shoaling of hypoxic boundaries observed in recent decades in the southern California bight [66], [67] are likely accompanied by a reduction in pH and saturation state. Thus, pH exposure regimes for the coastal California region's kelp forest biota may be changing over relatively short time scales. Over longer temporal scales as pH and carbonate saturation levels decrease, the relative abundances of these species may change, with community shifts favoring non-calcified species, as exemplified by long-term studies in intertidal communities by Wootton et al. [15]. For all the marine habitats described above, one very important consideration is that the extreme range of environmental variability does not necessarily translate to extreme resistance to future OA. Instead, such a range of variation may mean that the organisms resident in tidal, estuarine, and upwelling regions are already operating at the limits of their physiological tolerances (a la the classic tolerance windows of Fox – see [68]). Thus, future acidification, whether it be atmospheric or from other sources, may drive the physiology of these organisms closer to the edges of their tolerance windows. When environmental change is layered upon their present-day range of environmental exposures, they may thereby be pushed to the “guardrails” of their tolerance [20], [68]. In contrast to more stochastic changes in pH that were observed in some sites, our coral reef locations displayed a strikingly consistent pattern of diel fluctuations over the 30-day recording period. Similar short-term pH time series with lower daily resolution [69], [70] have reported regular diel pH fluctuation correlated to changes in total alkalinity and oxygen levels. These environmental patterns of pH suggest that reef organisms may be acclimatized to consistent but moderate changes in the carbonate system. Coral reefs have been at the center of research regarding the effects of OA on marine ecosystems [71]–[73]. Along with the calcification biology of the dominant scleractinian corals and coralline algae, the biodiversity on coral reefs includes many other calcifying species that will likely be affected [74]–[77]. Across the existing datasets in tropical reef ecosystems, the biological response of calcifying species to variation in seawater chemistry is complex (see [78]) –all corals or calcifying algal species will not respond similarly, in part because these calcifying reef-builders are photo-autotrophs (or mixotrophs), with algal symbionts that complicate the physiological response of the animal to changes in seawater chemistry. Finally, the “Extreme” sites in our comparative dataset are of interest in that the low pH levels observed here represent a natural analogue to OA conditions in the future, demonstrating how the abundance and distribution of calcifying benthic organisms, as well as multi-species assemblages, can vary as a function of seawater chemistry [16], [35], [36], [79]. The variability in seawater pH was higher at both the groundwater springs off the coast of Mexico and the natural CO2 vents off the coast of Italy than at any of the other sensor locations. Offshore of Puerto Morelos, Mexico (and at other sites along the Mesoamerican Reef), natural low-saturation (Ω~0.5, pH 6.70–7.30, due to non-ventilated, high CO2, high alkalinity groundwater) submarine springs have been discharging for millennia. Here, variability in pH is due to long-term respiration driving a low ratio of alkalinity to dissolved inorganic carbon in effluent ground water. These sites provide insight into potential long-term responses of coral backreef ecosystems to low saturation conditions [79]. Unlike Puerto Morelos, the variability of pH at volcanic CO2 vents at Ischia, Italy is almost purely abiotically derived, due entirely to CO2 venting and subsequent mixing. This site in the Mediterranean Sea hosts a benthic assemblage that reflects the impacts of OA on rocky reef communities [16], [36]. Overall, the ‘extreme’ systems provide an opportunity to examine how variability in pH and extreme events (sensu [80]) affects ecological processes. Knowledge of this biophysical link is essential for forecasting ecological responses to acidification in ecosystems with sharp fluctuations in pH, such as upwelling or estuarine environments. Despite reductions in species richness, several calcifying organisms are found in low pH conditions close to the vents [16] and the springs [79]. The persistence of calcifying organisms at these extreme sites, where mean pH values are comparable to those that have reduced organism performance in laboratory experiments (i.e., pHT 7.8; reviewed in [16]), suggest that long exposures to such variability in pH, versus a consistently low-pH environment, could play an important role in regulating organism performance. Variability in pH could potentially promote acclimatization or adaptation to acidification through repeated exposure to low pH conditions [24]; alternatively, transient exposures to high pH conditions could buffer the effects of acidification by relieving physiological stress. Thus, the ecological patterns coupled with the high fluctuations in pH at the extreme sites highlight the need to consider carbonate chemistry variability in experiments and models aimed at understanding the impacts of acidification.

It’s natural
Idso, director of envt science – Peabody Energy, PhD Geography – ASU, Idso, professor – Maricopa County Community College, and Idso, PhD botany – ASU, ‘12
(Craig, Sherwood, and Keith, “Northern Scandinavian Temperatures: It's a Whole New Ball Game,” CO2 Science Vol. 15, No. 30, July)

In a game-changing paper published in the online version of Nature Climate Change, Esper et al. (8 July 2012) provide convincing evidence that both the Medieval and Roman Warm Periods of 1000 and 2000 years ago, respectively, were warmer than the Current Warm Period has been to date, in spite of the fact that today's atmospheric CO2 concentration is some 40% greater than it was during those two earlier periods. In setting the stage for their paradigm-altering work, the twelve researchers - hailing from Finland, Germany, Scotland and Switzerland - write that "solar insolation changes, resulting from long-term oscillations of orbital configurations (Milankovitch, 1941), are an important driver of Holocene climate," referencing the studies of Mayewski et al. (2004) and Wanner et al. (2008). In addition, they state that this forcing has been "substantial over the past 2000 years, up to four times as large as the 1.6 W/m2 net anthropogenic forcing since 1750," as suggested by the work of Berger and Loutre (1991). And on the basis of "numerous high-latitude proxy records," as they describe it, they note that "slow orbital changes have recently been shown to gradually force boreal summer temperature cooling over the common era," citing Kaufman et al. (2009). Fast-forwarding to the present, Esper et al. describe how they developed "a 2000-year summer temperature reconstruction based on 587 high-precision maximum latewood density (MXD) series from northern Scandinavia," which feat was accomplished "over three years using living and subfossil pine (Pinus sylvestris) trees from 14 lakes and 3 lakeshore sites above 65°N, making it not only longer but also much better replicated than any existing MXD time series." Then, after calibrating the pine MXD series against regional June-July-August mean temperature over the period 1876-2006, they obtained their final summer temperature history for the period stretching from 138 BC to AD 2006, as depicted in the graph below. As determined from the relationship depicted in the figure above, Esper et al. calculate a long-term cooling trend of -0.31 ± 0.03°C per thousand years, which cooling they say is "missing in published tree-ring proxy records" but is "in line with coupled general circulation models (Zorita et al., 2005; Fischer and Jungclaus, 2011)," which computational results portray, as they describe it: substantial summer cooling over the past two millennia in northern boreal and Arctic latitudes. "These findings," as the European researchers continue, "together with the missing orbital signature in published dendrochronological records, suggest that large-scale near-surface air temperature reconstructions (Mann et al., 1999; Esper et al., 2002; Frank et al., 2007; Hegerl et al., 2007; Mann et al., 2008) relying on tree-ring data may underestimate pre-instrumental temperatures including warmth during Medieval and Roman times," although they suggest that the impacts of the omitted long-term trend in basic tree-ring data may "diminish towards lower Northern Hemisphere latitudes, as the forcing and radiative feedbacks decrease towards equatorial regions." And so it is that the question for our day ought to be: Why was much of the CO2-starved world of Medieval and Roman times decidedly warmer (by about 0.3 and 0.5°C, respectively) than it was during the peak warmth of the 20th century? Clearly, the greenhouse effect of atmospheric CO2 - if it has not been grossly over-estimated - must currently be being significantly tempered by some unappreciated CO2- and/or warming-induced negative-feedback phenomenon (possibly of biological origin) to the degree that the basic greenhouse effect of earth's rising atmospheric CO2 concentration cannot fully compensate for the decrease in solar insolation experienced over the past two millennia as a result of the "long-term oscillations of orbital configurations" cited by Esper et al. (2012).

Existing carbon triggers the impact

Daniel Rirdan 12, founder of The Exploration Company, “The Right Carbon Concentration Target”, June 29, http://theenergycollective.com/daniel-rirdan/89066/what-should-be-our-carbon-concentration-target-and-forget-politics?utm_source=feedburner&utm_medium=feed&utm_campaign=The+Energy+Collective+%28all+posts%29
James Hansen and other promi­nent cli­ma­tol­o­gists are call­ing to bring the CO2 atmos­pheric level to 350 parts per million. In fact, an orga­ni­za­tion, 350.org, came around that ral­ly­ing cry. This is far more radical than most politicians are willing to entertain. And it is not likely to be enough. The 350ppm target will not reverse the clock as far back as one may assume. It was in 1988 that we have had these level of car­bon con­cen­tra­tion in the air. But wait, there is more to the story. 1988-levels of CO2 with 2012-levels of all other green­house gases bring us to a state of affairs equiv­a­lent to that around 1994 (2.28 w/m2). And then there are aerosols. There is good news and bad news about them. The good news is that as long as we keep spewing mas­sive amounts of particulate matter and soot into the air, more of the sun’s rays are scattered back to space, over­all the reflec­tiv­ity of clouds increases, and other effects on clouds whose over­all net effect is to cool­ing of the Earth sur­face. The bad news is that once we stop polluting, stop run­ning all the diesel engines and the coal plants of the world, and the soot finally settles down, the real state of affairs will be unveiled within weeks. Once we fur­ther get rid of the aerosols and black car­bon on snow, we may be very well be worse off than what we have had around 2011 (a pos­si­ble addi­tion of 1.2 w/m2). Thus, it is not good enough to stop all green­house gas emis­sions. In fact, it is not even close to being good enough. A carbon-neutral econ­omy at this late stage is an unmit­i­gated disaster. There is a need for a carbon-negative economy. Essentially, it means that we have not only to stop emitting, to the tech­no­log­i­cal extent pos­si­ble, all green­house gases, but also capture much of the crap we have already out­gassed and lock it down. And once we do the above, the ocean will burp its excess gas, which has come from fos­sil fuels in the first place. So we will have to draw down and lock up that carbon, too. We have taken fos­sil fuel and released its con­tent; now we have to do it in reverse—hundreds of bil­lions of tons of that stuff.

China

Pollution inevitable—China will use coal because of exports

Thomas Power, Ph.D., Research Professor and Professor Emeritus, Department of Economics, University of Montana, February 2012, The Greenhouse Gas Impact of Exporting Coal from the West Coast, http://www.sightline.org/wp-content/uploads/downloads/2012/02/Coal-Power-White-Paper.pdf
It is not the domestic price of coal in the U.S. that has led dozens of proposed coal-fired plants to be abandoned and dozens of existing coal-fired plants to be prematurely shutdown. Rather, it is the rising costs of environmental regulation and the uncertainty about that regulation that is discouraging the combustion of coal in the United States and other OECD countries. The potential that carbon emissions will be regulated in the United States and the reality of that regulation in other OECD countries and some American states, have increased the risks and costs associated with relying on the most carbon-intensive of the fossil fuels, coal. Cap-and-trade and carbon tax proposals as well as proposals to regulate carbon emissions as hazardous pollution under the Clean Air Act have created considerable uncertainty about the economic viability of new coal-fired generation in the United States and other OECD countries. Large developing countries such as China and India are also aware of the challenges that coal combustion represent for greenhouse gas emissions and climate change in addition to other pollutants. As Fred Palmer, a senior vice-president of Peabody Coal and current chairman of the World Coal Association, said in a March 2011 interview:46 I think the concern over carbon is a constant...It’s here to stay. We respect that. We don’t denigrate it. We don’t diminish it...There’s a concern over carbon in all parts of the world, particularly western Europe, where there’s deep concern. In the US, there’s concern: it’s clearly fallen back, but it could come back to being a top issue...In China, the leadership has embraced concern over carbon so it’s a constant. The leaders of China, the US and Europe have embraced carbon as a driver, some with more intensity than others...But if you want to put in a new [coal- fired] plant today [in the US] you have to have a carbon answer so we have to develop the technology to do that. In addition, new concerns have been raised about mercury emissions and the environmental dangers associated with fly ash and other liquid effluents from coal-fired generators.47 At the same time, long-standing concerns about sulfur and particulate emissions from older coal-fired generators that had previously been relatively lightly regulated as “grand-fathered” facilities have been the focus of new proposals to more strictly regulate those plants’ emissions. The cost of retrofitting those older plants with state-of-the-art emission control devices has led to proposals to simply retire many of those facilities.48 By one energy consulting firm’s estimate, as much as 20 percent of U.S. coal-fired electric generation, mostly merchant generators, might be retired rather than make the investment to upgrade these older, smaller, and less efficient plants.49 In general, high coal prices have not been what has been discouraging new commitments to coal-fired electric generation in the United States. Part of the shift away from coal can be explained by falling natural gas prices, increasing use of renewable energy which has now surpassed nuclear power in the U.S., and the much more optimistic and expansive estimates of domestic natural gas supplies that have offered a reasonably cost-effective alternative fuel for electric generation.50 Between the costs and risks associated with environmental regulation and the availability of relatively inexpensive alternative fuels, electric utilities have been shying away from coal-fired generation in the United States.51 This presents PRB coal mines with a relatively static domestic market for their coal. As Bud Clinch, Executive Director of the Montana Coal Council, located in one of the PRB states, stated: “The markets [for PRB coal] nationally are questionable, but it’s unquestionable the demand that exists overseas—a wide variety of countries and into the foreseeable future.”52 The U.S. Department of Energy’s Energy Information Administration (EIA) in its Annual Energy Outlook 2011 projects exceedingly slow growth in coal consumption in the United States: 0.2 percent per years between 2005 and 2035. That is a total expansion of about six percent over the entire 30 year period. EIA’s international projections of coal consumption show even less growth for all of the OECD countries (including the United States): Zero annual percentage growth between 2007 and 2035.53 See the figure below which shows the past trends and current projections of coal use in different groups of countries. ExxonMobil’s 2010 Annual Energy Outlook released at the beginning of 2011 projected that “in OECD countries, demand for coal is projected to decline through 2030, driven by initiatives to increase the cost of CO2 emissions and difficulties in obtaining licenses to build new coal power plants.” ExxonMobil’s projections show coal consumption declining in North America, Europe, and other OECD countries (including Japan, South Korea, Australia, and New Zealand).54 The important conclusion to be drawn from these analyses is that coal consumption in the United States and other OECD countries is projected to stabilize and then decline because of concerns over the environmental impacts associated with coal combustion rather than because coal prices are expected to be too high. Public concern, and with it public policy, has shifted towards the pursuit of cleaner ways to meet our energy needs than the combustion of coal. That is clear in the states of Washington, Oregon, and California and many other states where commitments are being made to reduce the impact of coal combustion on the local, regional, and global environment.55 The focus of this report is to understand how facilitating the export of coal for combustion elsewhere in the world affects these public policy efforts to reduce the impacts of coal combustion on the global atmosphere and climate.
Other countries make exports inevitable

Moody’s 12 [“Moody's: Growing export opportunities for US coal industry insufficient to offset domestic declines,” Moody’s Global Credit Research, September 14th, http://www.moodys.com/research/Moodys-Growing-export-opportunities-for-US-coal-industry-insufficient-to--PR_255363]

New York, September 14, 2012 -- US coal exports will continue to grow over the next decade, but the increase will not fully offset the decline in US domestic consumption, says Moody's Investors Service in its new special comment "US Coal Sees Growing Export Opportunities, But Costs and Geography Pose Limits."¶ The US coal industry is going through a long-term shift in market fundamentals, pressured by abundant, cheap natural gas and ever-stringent environmental regulations, and has shrunk coal's share of the US power market by over 10% in the last four years. This shift has led US coal producers to increasingly focus on exports, says Moody's.¶ "Still, despite Chinese and Indian growth driving demand for both thermal coal and met coal markets, it will be suppliers outside the US that will absorb most of the additional demand," said Anna Zubets-Anderson, a Moody's Vice President -- Senior Analyst.¶ Moody's expects that producers in Indonesia, Australia and Columbia will benefit most from growth in global coal consumption, as these countries have better geographic positions, lower costs, or both.
Structural factors mean wind industry decline inevitable

Zhohngying Sang,  Energy Research Institute of the National Development and Reform Commission (NDRC), PR China, Dec 2012, China's wind power industry: Policy support, technological achievements, and emerging challenges, Energy Policy  Volume 51, December 2012, Pages 80–88
While China's wind power achievements are certainly remarkable, several challenges to its sustained growth have emerged. The electric grid has become perhaps the biggest obstacle to the growth of the Chinese wind power industry due to transmission and integration challenges. In addition, the innovative capacity of Chinese wind turbine manufacturers is likely inadequate to continue to sustain the industry. While systemic technical challenges in the form of possible equipment failures have yet to emerge, there are some signs that this could a hidden challenge for the industry. Finally, the shortage of human resources in the wind power industry is becoming evident and poses a long-term threat to the sustainability of the industry.

Chinese economic decline inevitable

Charles Recknagel, The Atlantic, 11/15/12, China's Power Transition: Massive Challenges for a Massive Economy, www.theatlantic.com/international/archive/2012/11/chinas-power-transition-massive-challenges-for-a-massive-economy/265320/
But today the economic news from China is less upbeat. The government announced this month that the growth rate slowed to 7.6 percent in the third quarter of 2012 -- the lowest rate since the global financial crisis that began in 2008. Beijing has set its target for GDP growth this year at just 7.5 percent, after years of an 8 percent goal that it often exceeded. Many experts say the biggest economic problem China faces now is the very nature of its state-driven economic system. That system worked well when global demand for Chinese-manufactured products was high but it now looks unbalanced when the global economy is weak. Duncan Innes Ker, a China expert at the London-based Economics Intelligence Unit, says the key to future growth will be to boost the private sector. "At the moment the banking sector essentially serves to finance the state-owned part of the economy and essentially starves the private sector of capital in favor of the state sector, which is a big problem, given that the state sector tends to be less productive, less jobs-generative, and overall less efficient than the private sector," Innes Ker says. China's leaders have long said they want to foster economic growth in the coming years by growing the private sector, boosting domestic consumption, and diversifying exports. All are seen as keys to providing future growth and jobs. But change has proved hard to make due to the vested interests within China's one-party, state-enterprise-heavy system. Innes Ker says that China's new leadership has yet to reveal its priorities publicly. But it appears to favor a conservative approach. "The balance does seem to be quite firmly in favor of conservatives so it is possible that we may actually get a relatively timid approach to reform of the state sector and continuing [state] dominance of the commanding heights of the economy," Innes Ker says. "In that sort of circumstance, it may be that China's growth rates in the medium term might be even significantly lower than the 7 percent that we are expecting at the moment." The current reliance on state-enterprises -- which dominate their sectors with little or no competition -- helps to create another drag on China's economy: corruption. Anger at Corruption Outgoing Chinese President Hu Jintao, speaking at the Communist Party Congress that ushered in a new leadership team, warned starkly that failure to tame corruption could lead to the "collapse of the party and the fall of the state." Rod Wye, an expert on Chinese politics at Chatham House in London, says China's leaders are well aware of the public anger that corruption generates and that is why they have begun talking about it. But taking effective action is another matter. "Corruption, as the Chinese leaders themselves say, is a life-and-death matter for the Chinese Communist Party. But the fact is that it is pretty endemic in China and it is not going to be easy to root it out in any short period of time," Wye says. One example is China's railway system. Beijing has invested hundreds of billions of dollars in recent years to build a high-speed rail network across the country. Yet an investigation into the crash of one of its fast new trains in July last year, which killed 40 people, revealed massive amounts wasted due to corruption. In just one small case, a big state-owned company paid a $16 million commission to an intermediary to secure contracts to work on the rail projects. China faces a host of other challenges that could slow its economic growth in the future. One is the dramatic aging of the Chinese population, accompanied by the shrinking of the country's workforce beginning in 2015. That is partly a consequence of the one-child policy adopted by the Communist Party in 1979 to stem population growth. Kenneth Pomeranz, a professor of history at the University of Chicago, says changing demographics will soon present the Chinese leadership with some stark choices. "Everybody can see that the very, very rapid graying of China's population -- already under way in part because they have had 40 years now of a very low birthrate -- is going to cause big problems," Pomeranz says. "They are going to make a pretty sudden transition from a society with a very high percentage of its population in the labor force to a society with a much lower percentage of the population in the labor force and more people who need to be supported." That means China increasingly will have to find ways to work more efficiently with less people as the days of cheap mass labor end.

No CCP collapse—the government represses instability

Pei 9 (Minxin, Senior Associate in the China Program at the Carnegie Endowment for International Peace, 3/12. “Will the Chinese Communist Party Survive the Crisis?” Foreign Affairs. http://www.foreignaffairs.com/articles/64862/minxin-pei/will-the-chinese-communist-party-survive-the-crisis)

It might seem reasonable to expect that challenges from the disaffected urban middle class, frustrated college graduates, and unemployed migrants will constitute the principal threat to the party's rule. If those groups were in fact to band together in a powerful coalition, then the world's longest-ruling party would indeed be in deep trouble. But that is not going to happen. Such a revolutionary scenario overlooks two critical forces blocking political change in China and similar authoritarian political systems: the regime's capacity for repression and the unity among the elite.   Economic crisis and social unrest may make it tougher for the CCP to govern, but they will not loosen the party's hold on power. A glance at countries such as Zimbabwe, North Korea, Cuba, and Burma shows that a relatively unified elite in control of the military and police can cling to power through brutal force, even in the face of abysmal economic failure. Disunity within the ruling elite, on the other hand, weakens the regime's repressive capacity and usually spells the rulers' doom. The CCP has already demonstrated its remarkable ability to contain and suppress chronic social protest and small-scale dissident movements. The regime maintains the People's Armed Police, a well-trained and well-equipped anti-riot force of 250,000. In addition, China's secret police are among the most capable in the world and are augmented by a vast network of informers. And although the Internet may have made control of information more difficult, Chinese censors can still react quickly and thoroughly to end the dissemination of dangerous news.   Since the Tiananmen crackdown, the Chinese government has greatly refined its repressive capabilities. Responding to tens of thousands of riots each year has made Chinese law enforcement the most experienced in the world at crowd control and dispersion. Chinese state security services have applied the tactic of "political decapitation" to great effect, quickly arresting protest leaders and leaving their followers disorganized, demoralized, and impotent. If worsening economic conditions lead to a potentially explosive political situation, the party will stick to these tried-and-true practices to ward off any organized movement against the regime.
No China-Russia war

Spears, chief foreign policy writer – Brooks Foreign Policy Review, 5/1/’9
(Collin, http://brooksreview.wordpress.com/2009/05/01/leery-bear-rising-dragon-life-along-the-sino-russian-border/)

Although China is facing water shortages and will need inordinate amounts of resources to keep its economy growing, there is no evidence the Chinese government is purposefully moving “settler populations” into Russia to prepare for impending annexation of the Far East or Siberia. In addition, China has shown no interest in territorial expansion since the Qing Dynasty. For the last decade, China’s primary interest has been to secure a stable border to its West and North, where it can gain access to energy supplies and expand its political and economic reach into East and Southeast Asia. Any move at colonization by China could result in a very destruction war that could become nuclear. In fact, Russia’s vast nuclear deterrent is its security guarantee for the region, as China has proved to be a rational actor.

Empirics prove it won’t escalate

Chicago Tribune, 10/15/04
China and Russia settled the last of their decades-old border disputes Thursday during a visit to Beijing by President Vladimir Putin, signing an agreement fixing their 2,700-mile-long border for the first time.  The struggle over border areas resulted in violent clashes in the 1960s and 1970s, when strained Sino-Soviet relations were at their most acrimonious, feeding fears abroad that the conflict could erupt into nuclear war.  Beijing and Moscow had reached agreements on individual border sections as relations warmed in the past decade. But a stretch of river and islands along China's northeastern border with Russia's Far East had remained in dispute. 

No Asia war

Alagappa 8 (Muthia, Distinguished Senior Fellow, East-West Center PhD, International Affairs, Fletcher School of Law and Diplomacy, Tufts University, 2008.  “The Long Shadow,” p. 512)

International political interaction among Asian states is for the most part rule governed, predictable, and stable. The security order that has developed in Asia is largely of the instrumental type, with certain normative contractual features (Alagappa 2003b). It rests on several pillars. These include the consolidation of Asian countries as modern nation-states with rule-governed interactions, wide- spread acceptance of the territorial and political status quo (with the exception of certain boundary disputes and a few survival concerns that still linger), a regional normative structure that ensures survival of even weak states and supports inter- national coordination and cooperation, the high priority in Asian countries given to economic growth and development, the pursuit of that goal through partici- pation in regional and global capitalist economies, the declining salience of force in Asian international politics, the largely status quo orientation of Asia's major powers, and the key role of the United States and of regional institutions in pre- serving and enhancing security and stability in Asia. 
No global climate deal – bilateral trades off with multilateral

Oh 12 (Dr. Jennifer Sojin Oh, Lecturer of Comparative Political Economy and International Trade @ Ewha Womans University, PhD in comparative politics from Princeton University, “Business Interests and US–China Relations on Climate Change,” Pacific Focus, Vol. XXVII, No. 1 (April 2012), pg. 36–61)
Cooperation between the USA and China serves as the lynch pin for the creation of an effective international climate regime. Recent US–China relations on climate change exhibit the contrasting pattern of active collaboration at the bilateral level and hostile relations at multilateral climate negotiations. This article argues that domestic politics, in particular business interests, largely explain the variation in US–China relations at the bilateral and multilateral levels. Due to the fragmented and decentralized structure of the climate policy community in the USA and China, business interests wield a disproportionately large inﬂuence over climate politics in both countries. Unlike multilateral climate negotiations that focus on universal beneﬁts, bilateral collaborations on climate change projects deliver targeted beneﬁts to business sectors through various government funding, support and favorable policies. As a result, business interests in the USA and China are quite supportive of bilateral climate change projects, while they oppose any endeavor to implement binding regulations in multilateral climate negotiations. Such observation implies that meaningful US–China cooperation on climate change will have to occur through bilateral projects that induce active private sector partnerships and private–public partnerships. 
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We Meet

Long term contract and fin incent – extra t
FITs distinct from financial incentives 

Wilke, 11

(International Centre for Trade and Sustainable Development, November “Feed-in Tariffs for Renewable Energy and WTO Subsidy Rules” http://ictsd.org/downloads/2011/11/feed-in-tariffs-for-renewable-energy-and-wto-subsidy-rules.pdf

Feed-in tariffs differ substantially from the classical examples of a subsidy such as loan guarantees above market standard, research and development funds and direct investment. In fact, whether a FIT scheme can qualify as ‘financial contribution by a government or any public body’ is disputed. A FIT scheme could potentially qualify as a financial contribution in the form of ‘a governmental purchase of goods’ because, as established before, a FIT programme essentially is a purchasing guarantee for electricity.49 This may seem counterintuitive at first as some consider electricity a service rather than a good. However, irrespective of its physical properties, GATT 1947 defined electricity as a good in its Harmonized System (HS) Nomenclature.50 Concession schedules continue to follow this definition. Likewise, after years of debate, there seems to be a general recognition that the generation of electricity is a good while the transmission, distribution and related services are services.51 Certainly transmission and distribution services also play a role in FIT systems as the purchasing guarantee also involves a guarantee to feed that electricity into the general network – i.e. to ensure transmission. In fact, in FIT systems this guarantee takes the form of a right. Yet, the relationship that a FIT mechanism establishes between the electricity generator and the distribution companies concerns the purchase of electricity and not the services of transmission,52 the latter remains an issue that only distributing companies are concerned with. In theory, in line with their contractual obligations, they are probably free to not transmit the energy as long as the purchase is guaranteed. In either case, if one was to argue that the subsidy also entails the transmission guarantee, this could potentially be covered under the option to ‘provide a service’ within the same alternative (iii). For comparison of this provision with WTO government procurement provisions, see box 3 below.

Regs

Restrictions on production must mandate a decrease in the quantity produced

Anell 89

Chairman, WTO panel
 "To examine, in the light of the relevant GATT provisions, the matter referred to the

CONTRACTING PARTIES by the United States in document L/6445 and to make such findings as will assist the CONTRACTING PARTIES in making the recommendations or in giving the rulings provided for in Article XXIII:2." 3. On 3 April 1989, the Council was informed that agreement had been reached on the following composition of the Panel (C/164): Composition Chairman: Mr. Lars E.R. Anell Members: Mr. Hugh W. Bartlett Mrs. Carmen Luz Guarda   CANADA - IMPORT RESTRICTIONS ON ICE CREAM AND YOGHURT Report of the Panel adopted at the Forty-fifth Session of the CONTRACTING PARTIES on 5 December 1989 (L/6568 - 36S/68) 
http://www.wto.org/english/tratop_e/dispu_e/88icecrm.pdf
The United States argued that Canada had failed to demonstrate that it effectively restricted domestic production of milk. The differentiation between "fluid" and "industrial" milk was an artificial one for administrative purposes; with regard to GATT obligations, the product at issue was raw milk from the cow, regardless of what further use was made of it. The use of the word "permitted" in Article XI:2(c)(i) required that there be a limitation on the total quantity of milk that domestic producers were authorized or allowed to produce or sell. The provincial controls on fluid milk did not restrict the quantities permitted to be produced; rather dairy farmers could produce and market as much milk as could be sold as beverage milk or table cream. There were no penalties for delivering more than a farmer's fluid milk quota, it was only if deliveries exceeded actual fluid milk usage or sales that it counted against his industrial milk quota. At least one province did not participate in this voluntary system, and another province had considered leaving it. Furthermore, Canada did not even prohibit the production or sale of milk that exceeded the Market Share Quota. The method used to calculate direct support payments on within-quota deliveries assured that most dairy farmers would completely recover all of their fixed and variable costs on their within-quota deliveries. The farmer was permitted to produce and market milk in excess of the quota, and perhaps had an economic incentive to do so. 27. The United States noted that in the past six years total industrial milk production had consistently exceeded the established Market Sharing Quota, and concluded that the Canadian system was a regulation of production but not a restriction of production. Proposals to amend Article XI:2(c)(i) to replace the word "restrict" with "regulate" had been defeated; what was required was the reduction of production. The results of the econometric analyses cited by Canada provided no indication of what would happen to milk production in the absence not only of the production quotas, but also of the accompanying high price guarantees which operated as incentives to produce. According to the official publication of the Canadian Dairy Commission, a key element of Canada's national dairy policy was to promote self-sufficiency in milk production. The effectiveness of the government supply controls had to be compared to what the situation would be in the absence of all government measures. 

1. Including regulations is a limits disaster
Doub 76

 Energy Regulation: A Quagmire for Energy Policy

Annual Review of Energy

Vol. 1: 715-725 (Volume publication date November 1976)

DOI: 10.1146/annurev.eg.01.110176.003435LeBoeuf, Lamb, Leiby & MacRae, 1757 N Street NW, Washington, DC 20036 
http://0-www.annualreviews.org.library.lausys.georgetown.edu/doi/pdf/10.1146/annurev.eg.01.110176.003435
 Mr. Doub is a principal in the law firm of Doub and Muntzing, which he formed in 1977. Previously he was a partner in the law firm of LeBoeuf, Lamb, Leiby and MacRae. He was a member of the U.S. Atomic Energy Commission in 1971 - 1974. He served as a member of the Executive Advisory Committee to the Federal Power Commission in 1968 - 1971 and was appointed by the President of the United States to the President's Air Quality Advisory Board in 1970.  He is a member of the American Bar Association, Maryland State Bar Association, and Federal Bar Association. He is immediate past Chairman of the U.S. National Committee of the World Energy Conference and a member of the Atomic Industrial Forum. He currently serves as a member of the nuclear export policy committees of both the Atomic Industrial Forum and the American Nuclear Energy Council.  Mr. Doub graduated from Washington and Jefferson College (B.A., 1953) and the University of Maryland School of Law in 1956. He is married, has two children, and resides in Potomac, Md. He was born September 3, 1931, in Cumberland, Md. 

FERS began with the recognition that federal energy policy must result from concerted efforts in all areas dealing with energy, not the least of which was the manner in which energy is regulated by the federal government. Energy selfsufficiency is improbable, if not impossible, without sensible regulatory processes, and effective regulation is necessary for public confidence. Thus, the President directed that "a comprehensive study be undertaken, in full consultation with Congress, to determine the best way to organize all energy-related regulatory activities of the government." An interagency task force was formed to study this question. With 19 different federal departments and agencies contributing, the task force spent seven months deciphering the present organizational makeup of the federal energy regulatory system, studying the need for organizational improvement, and evaluating alternatives. More than 40 agencies were found to be involved with making regulatory decisions on energy. Although only a few deal exclusively with energy, most of the 40 could significantly affect the availability and/or cost of energy. For example, in the field of gas transmission, there are five federal agencies that must act on siting and land-use issues, seven on emission and effluent issues, five on public safety issues, and one on worker health and safety issues-all before an onshore gas pipeline can be built. The complexity of energy regulation is also illustrated by the case of Standard Oil Company (Indiana), which reportedly must file about 1000 reports a year with 35 different federal agencies. Unfortunately, this example is the rule rather than the exception. 

C/I

No overlimiting impact

Diehl, Junior Staff Member – Journal of Land, Resources & Environmental Law, JD – University of Utah, ‘7
(Rustin P., 27 J. Land Resources & Envtl. L. 345)

A. Available Incentives for Implementing Clean Renewables

Many studies have considered the benefits and achieved results of the available renewable energy financial incentives. While studies agree that these incentives are effectively promoting business integration of renewable energies, it is questionable whether the incentives encourage private adoption of renewable energy technology. n55 The incentives for implementing clean renewable power generation fall into two main categories: financial incentives and policy  [*354]  incentives. These incentives can be provided at federal, state, and municipal levels.

A laundry list of financial incentives include: corporate equipment rebates, energy efficient mortgages, accelerated corporate depreciation schedules, corporate tax credits, corporate production incentives, corporate and personal tax exemptions, personal tax credits, federal grant programs, USDA renewable energy systems and energy efficiency improvements loan programs, green power purchasing or aggregation, corporate tax incentive, industry recruitment incentives, property tax incentives, state public benefit funds, and state sales tax incentives. n56

Some of the policy incentives encouraging the use of renewable energies include: construction and design policies, contractor licensing, equipment certifications, generation disclosure rules, net metering rules, renewables portfolio set asides, required utility green power option, and solar and wind access laws. n57 In addition to these policy incentives, many states have adopted portfolio mandates or portfolio standards, which require certain percentages of energy come from renewable sources.
Alternative interps include policy incentives that affect market conditions—explodes limits allowing the worst effects-T affs like fixing the economy

Bird et al., Energy Analysis Office @ National Renewable Energy Laboratory, Colorado, ‘5
(Lori, “Policies and market factors driving wind power development in the United States,” Energy Policy 33, p. 1397–1407)
Federal tax and financial incentives have played an important role in encouraging wind power development. The most notable and effective of these incentives has been the Federal Production Tax Credit, which is an inflation-adjusted per-kWh credit applied to the output of a qualifying facility during the first 10 years of its operation. During calendar year 2002, qualifying wind generators earned an inflation-adjusted production tax credit of 1.8 /c/kWh. Originally created under the 1992 Energy Policy Act, the Federal Production Tax Credit was initially available for projects installed between 1994 and June 30, 1999 (Gielecki et al., 2001). The credit was subsequently extended to December 2001 and then again to December 2003. As of the time of writing, Congress has failed to adopt new energy legislation to extend the credit. The impact of the tax credit on the wind energy industry is evident in the boom-bust cycle of development in recent years. Wind energy installations have peaked in years when the credit was scheduled to expire (i.e., 1999, 2001, and 2003) as developers rushed to complete projects in time to take advantage of the credit. In the off years, development has lagged because of the uncertainty surrounding the Production Tax Credit extension and the lead-time necessary to plan and complete projects (see Fig. 2). The Renewable Energy Production Incentive, also created under the 1992 Energy Policy Act, provides an inflation-adjusted cash production incentive (also currently at 1.8 /c/kWh) to wind (and other renewable energy) projects owned by publicly owned utilities and cooperatives that do not have Federal tax liabilities, and therefore are unable to take advantage of the Federal Production Tax Credit. However, funding for the Renewable Energy Production Incentive is subject to Congressional appropriations each year, so there is significant uncertainty regarding the annual availability of the incentive. This has limited its effectiveness as a driver of wind power development because eligible public utilities cannot rely on this revenue stream when financing projects.

Other Federal policy incentives that contributed primarily to the early development of the wind energy industry, particularly in California, have included the Public Utility Regulatory Policies Act (PURPA, which in California provided a ‘‘feed-in tariff’’ of sorts), investment tax credits, and accelerated depreciation (Gielecki et al., 2001). Of these, the five-year accelerated depreciation schedule for wind energy investments is still available and most relevant today. The Job Creation and Worker Assistance Act of 2002 expanded depreciation incentives by allowing owners of wind (and other) projects to take an additional 30 percent depreciation in the first year for assets purchased after September 10, 2001, and before September 11, 2004, and placed in service by January 1, 2005. In May 2003, the Job Creation and Tax Relief Reconciliation Act of 2003 increased the first year depreciation bonus from 30 to 50 percent for qualifying projects placed in service between May 6, 2003 and January 1, 2005.

3. Broad market drivers
Recently, market forces have also played a role in increasing the cost-effectiveness of wind generation. During the past several years, natural gas prices have experienced unprecedented volatility, which has driven up the cost of electricity from natural gas-fired generators and helped to close the gap between the cost of power from wind and conventional sources. During the 1990s, prices for natural gas averaged about $2/thousand cubic feet (Mcf) ($0.07/cubic meter) at the wellhead and varied by about 35 percent during seasonal peaks. Then in the winter of 2000/2001, wellhead prices reached a new peak of more than $8/Mcf ($0.28/cubic meter) and climbed even higher during the winter of 2002/2003 (EIA, 2001). In good wind regimes, wind energy generation has been shown to be cost-effective with natural gas at prices of $3.50/Mcf ($0.12/cubic meter) (Lehr et al., 2001).

Wind energy generation costs have also dropped with the movement toward larger, more efficient turbines. Since 1995, generating efficiencies have improved by more than 15 percent; current efficiencies are approximately 1050 annual net kilowatt-hours (kWh) per square meter (Cohen, 2003). Further, high wholesale electricity prices—resulting not only from high natural gas prices but also from supply demand imbalances associated with the Western energy crisis—have improved the relative competitiveness of wind energy generation.

With the recent downturn in the US economy, and the energy sector in particular, growth in the wind industry has been tempered to some degree. Access to capital has become restricted because many energy companies are already burdened with excessive amounts of debt and have sub-par credit ratings. The slowdown in the economy has also reduced demand for electricity, causing many developers to shelve plans for new power plants of all types. On the other hand, low interest rates have prevailed in the sluggish economy, reducing the cost of financing for project developers who are able to obtain it.

AND—includes terrible K affs

Lifshitz-Goldberg, LL.B, Law and Education – Hebrew University Jerusalem, ‘10
(Yael, 28 UCLA J. Envtl. L. & Pol'y 435)

n87 Wilson, supra note 16, at 1779. In addition to the direct financial incentives, these support programs could also contribute to the expanding of wind energy production by creating social norms, which effectively influence the private sector. See Victor B. Flatt, Act Locally, Affect Globally: How Changing Social Norms to Influence the Private Sector Shows a Path to Using Local Government to Control Environmental Harms, 35 B.C. ENVTL. AFF. L. REV. 455, 457 (2008). 
AT: “Reasonability”

Reasonability is impossible – it’s arbitrary and undermines research and preparation

Resnick, assistant professor of political science – Yeshiva University, ‘1
(Evan, “Defining Engagement,” Journal of International Affairs, Vol. 54, Iss. 2)

In matters of national security, establishing a clear definition of terms is a precondition for effective policymaking. Decisionmakers who invoke critical terms in an erratic, ad hoc fashion risk alienating their constituencies. They also risk exacerbating misperceptions and hostility among those the policies target. Scholars who commit the same error undercut their ability to conduct valuable empirical research. Hence, if scholars and policymakers fail rigorously to define "engagement," they undermine the ability to build an effective foreign policy.

.
Warming

2nc no extinction

Experts agree
Hsu 10 (Jeremy, Live Science Staff, July 19, pg. http://www.livescience.com/culture/can-humans-survive-extinction-doomsday-100719.html)

His views deviate sharply from those of most experts, who don't view climate change as the end for humans. Even the worst-case scenarios discussed by the Intergovernmental Panel on Climate Change don't foresee human extinction.  "The scenarios that the mainstream climate community are advancing are not end-of-humanity, catastrophic scenarios," said Roger Pielke Jr., a climate policy analyst at the University of Colorado at Boulder.  Humans have the technological tools to begin tackling climate change, if not quite enough yet to solve the problem, Pielke said. He added that doom-mongering did little to encourage people to take action.  "My view of politics is that the long-term, high-risk scenarios are really difficult to use to motivate short-term, incremental action," Pielke explained. "The rhetoric of fear and alarm that some people tend toward is counterproductive."  Searching for solutions  One technological solution to climate change already exists through carbon capture and storage, according to Wallace Broecker, a geochemist and renowned climate scientist at Columbia University's Lamont-Doherty Earth Observatory in New York City.  But Broecker remained skeptical that governments or industry would commit the resources needed to slow the rise of carbon dioxide (CO2) levels, and predicted that more drastic geoengineering might become necessary to stabilize the planet.  "The rise in CO2 isn't going to kill many people, and it's not going to kill humanity," Broecker said. "But it's going to change the entire wild ecology of the planet, melt a lot of ice, acidify the ocean, change the availability of water and change crop yields, so we're essentially doing an experiment whose result remains uncertain." 
Oceans

No impact to ocean acidification -- alarmists are empirically denied

Taylor 10 [James M. Taylor is a senior fellow of The Heartland Institute and managing editor of Environment & Climate News., “Ocean Acidification Scare Pushed at Copenhagen,” Feb 10 http://www.heartland.org/publications/environment%20climate/article/26815/Ocean_Acidification_Scare_Pushed_at_Copenhagen.html]

With global temperatures continuing their decade-long decline and United Nations-sponsored global warming talks falling apart in Copenhagen, alarmists at the U.N. talks spent considerable time claiming carbon dioxide emissions will cause catastrophic ocean acidification, regardless of whether temperatures rise. The latest scientific data, however, show no such catastrophe is likely to occur. Food Supply Risk Claimed The United Kingdom’s environment secretary, Hilary Benn, initiated the Copenhagen ocean scare with a high-profile speech and numerous media interviews claiming ocean acidification threatens the world’s food supply. “The fact is our seas absorb CO2. They absorb about a quarter of the total that we produce, but it is making our seas more acidic,” said Benn in his speech. “If this continues as a problem, then it can affect the one billion people who depend on fish as their principle source of protein, and we have to feed another 2½ to 3 billion people over the next 40 to 50 years.” Benn’s claim of oceans becoming “more acidic” is misleading, however. Water with a pH of 7.0 is considered neutral. pH values lower than 7.0 are considered acidic, while those higher than 7.0 are considered alkaline. The world’s oceans have a pH of 8.1, making them alkaline, not acidic. Increasing carbon dioxide concentrations would make the oceans less alkaline but not acidic. Since human industrial activity first began emitting carbon dioxide into the atmosphere a little more than 200 years ago, the pH of the oceans has fallen merely 0.1, from 8.2 to 8.1. Following Benn’s December 14 speech and public relations efforts, most of the world’s major media outlets produced stories claiming ocean acidification is threatening the world’s marine life. An Associated Press headline, for example, went so far as to call ocean acidification the “evil twin” of climate change. Studies Show CO2 Benefits Numerous recent scientific studies show higher carbon dioxide levels in the world’s oceans have the same beneficial effect on marine life as higher levels of atmospheric carbon dioxide have on terrestrial plant life. In a 2005 study published in the Journal of Geophysical Research, scientists examined trends in chlorophyll concentrations, critical building blocks in the oceanic food chain. The French and American scientists reported “an overall increase of the world ocean average chlorophyll concentration by about 22 percent” during the prior two decades of increasing carbon dioxide concentrations. In a 2006 study published in Global Change Biology, scientists observed higher CO2 levels are correlated with better growth conditions for oceanic life. The highest CO2 concentrations produced “higher growth rates and biomass yields” than the lower CO2 conditions. Higher CO2 levels may well fuel “subsequent primary production, phytoplankton blooms, and sustaining oceanic food-webs,” the study concluded. Ocean Life ‘Surprisingly Resilient’ In a 2008 study published in Biogeosciences, scientists subjected marine organisms to varying concentrations of CO2, including abrupt changes of CO2 concentration. The ecosystems were “surprisingly resilient” to changes in atmospheric CO2, and “the ecosystem composition, bacterial and phytoplankton abundances and productivity, grazing rates and total grazer abundance and reproduction were not significantly affected by CO2-induced effects.” In a 2009 study published in Proceedings of the National Academy of Sciences, scientists reported, “Sea star growth and feeding rates increased with water temperature from 5ºC to 21ºC. A doubling of current [CO2] also increased growth rates both with and without a concurrent temperature increase from 12ºC to 15ºC.” Another False CO2 Scare “Far too many predictions of CO2-induced catastrophes are treated by alarmists as sure to occur, when real-world observations show these doomsday scenarios to be highly unlikely or even virtual impossibilities,” said Craig Idso, Ph.D., author of the 2009 book CO2, Global Warming and Coral Reefs. “The phenomenon of CO2-induced ocean acidification appears to be no different.
Gas

AT: Price Volatility

International prices will stay high – no impact

Levi, senior fellow for energy and environment at the Council on Foreign Relations, June 2012
(Michael, “A Strategy for U.S. Natural Gas Exports,” Hamilton Project, a program of the Brookings Institution, http://www.hamiltonproject.org/files/downloads_and_links/06_exports_levi.pdf)

These analyses of economic impacts have at least one important limitation. In principle, producers and consumers both anticipate volatility in natural gas supply and prices, and adjust their behavior accordingly. In practice, producers and consumers both tend to imperfectly anticipate volatility, exposing themselves and the broader economy to greater risk of harm. To the extent that allowing exports would increase volatility in domestic gas prices, the economic gains from increasing exports would be reduced. This is not a significant risk for the foreseeable future. In order for volatility beyond North America to affect U.S. natural gas prices, there has to be a possibility that U.S. gas exports will change quickly as a result of shifts in international conditions. As long as potential U.S. exports are fully subscribed (i.e. form part of base-load U.S. demand), though, no such possibility exists. This will continue to be the case so long as natural gas prices in export markets exceed the sum of U.S. natural gas prices and transport costs (including liquefaction and regasification). Given current trends in international natural gas prices, this condition is likely to be comfortably satisfied for at least the next decade—though, as discussed in Chapter 6, it is not guaranteed.

The LNG market is highly predictable – no volatility

Ebinger, senior fellow and director of the Energy Security Initiative at the Brookings Institution, et al, May 2012
(Charles, Kevin Massy, Assistant Director of the Energy Security Initiative at Brookings, and Govinda Avasarala, Senior Research Assistant at Brookings, “Liquid Markets: Assessing the Case for U.S. Exports of Liquefied Natural Gas,” http://www.brookings.edu/~/media/research/files/reports/2012/5/02%20lng%20exports%20ebinger/0502_lng_exports_ebinger.pdf)

There is an insufficient amount of data and quantitative research on the relationship between domestic natural gas price volatility and LNG exports. However, certain characteristics of the LNG market are likely to limit volatility. LNG is bound by technical constraints: it must be liquefied and then transported on dedicated tankers before arriving at terminals where a regasification facility must be installed. Liquefaction facilities have capacity limits to how much gas they can turn into LNG. If they are operating at or close-to full capacity, such facilities will have a relatively constant demand for natural gas, therefore an international price or supply shock would have little impact on domestic gas prices. Moreover, unlike oil trading, in which an exporter—theoretically—sells each marginal barrel of production to the highest bidder in the global market, the capacity limit on LNG production and export means that LNG exporters have an infrastructure-limited demand for natural gas leaving the rest of the natural gas for domestic consumption. As most LNG infrastructure facilities are built on a project finance basis and underpinned by long-term contracts, this demand can be anticipated by the market years in advance, reducing the likelihood of volatility.

Chem

Horror scenarios won't happen

Jerrentrup 09

Rudolf Jerrentrup, senior adviser at Celerant Consulting, Journal of Business Chemistry, January 2009, " The effects of the financial crisis on the future of the Chemical Industry", Volume 6, Issue 1, http://www.businesschemistry.org/article/?article=28
The chemical industry is also feeling more and more strongly the effects of the financial crisis and the recession in the important markets of the world. Even so, “horror” scenarios are not appropriate. The marked decrease in the oil price is also having a positive influence on the level of raw material costs and thus on the profitability of downstream industries. The reason why the situation is, nevertheless, critical is, unfortunately, due to the fact that, at the same time, volumes are clearly dropping and production is declining.
Impacts empirically denied

Shannon 10

Mike Shannon Global and US Sector Leader Chemicals and Performance Technologies, KPMG, independent Swiss consulting firm, 2010, "The Outlook for the US Chemical Industry", http://www.kpmg.com/US/en/IssuesAndInsights/ArticlesPublications/Documents/us-chemical-industry-outlook.pdf
The global recession that began in late 2007 has had an enormous impact on consumers’ disposable income. This in turn has led to a massive decrease in spending for automobiles and consumer products such as appliances, furniture and personal care items – major markets for the chemical industry. 11 The commercial or business-to-business side of the economy has been affected as much if not more. Construction – another key market for US chemicals – came to a virtual halt as business lines of credit began to disappear, limiting new building activity and reducing the market demand for chemistry-intensive goods. The sharp drop in these markets for the chemical industry caused severe inventory imbalances that persisted throughout 2008 and into 2009, thereby lowering the demand for chemical production. Output in the US chemical industry (excluding pharmaceuticals) fell by 6.7 percent in 2008 – then fell again by 8.4 percent in 2009, resulting in an average capacity utilization rate of 70.1 percent. 18 Some market segments reported even sharper declines in capacity utilization. Basic chemicals were especially impacted in 2009, contracting by 21.5 percent. 19 Massive layoffs followed these cutbacks in production. Between December 2007 and March 2010, the US chemical industry lost over 66,000 jobs, or 7.7 percent of employees. 20 Commodity chemical companies were most affected, driven mainly by declines in the automotive and construction industries. The industry also suffered from a number of bankruptcies among small chemical producers in addition to several larger companies. Many companies had gone through years of merger and acquisition (M&A) activity, leveraged buyouts (LBOs) and share buybacks. In the first quarter of 2009, 72 percent of the North American chemical companies covered by Moody’s Investors Service were in the highyield (elevated leverage) category – more than double the percentage in 2001. 21 With increased financial pressures and the deterioration of business fundamentals, highly leveraged companies were often unable to refinance their debt, which resulted in further financial stress. 22 In response to these upheavals, US chemical companies undertook rigorous measures to cut costs and align production with demand. In addition to further layoffs, a number of chemical manufacturers announced production cutbacks. Numerous plants were idled and operation rates were cut. 23 In addition, chemical companies reduced capital spending by 20.1 percent. 24 Other cost-cutting and cash-generating measures included aggressive working capital management, the delay of orders until products were absolutely needed, software solutions to drive inefficiencies out of the supply chain, and the improved management of labor costs. 25

2nc Bioterror
There’s a low threshold for risk mitigation – we just have to win that terrorists would prefer convention means, not that they don’t want to attack at all. 

Stratfor 8, (“Busting the Anthrax Myth,” July 30, http://www.stratfor.com/print/120756) 
In fact, based on the past history of nonstate actors conducting attacks using biological weapons, we remain skeptical that a nonstate actor could conduct a biological weapons strike capable of creating as many casualties as a large strike using conventional explosives — such as the October 2002 Bali bombings that resulted in 202 deaths or the March 2004 train bombings in Madrid that killed 191.
We do not disagree with Runge’s statements that actors such as al Qaeda have demonstrated an interest in biological weapons. There is ample evidence [4] that al Qaeda has a rudimentary biological weapons capability. However, there is a huge chasm of capability that separates intent and a rudimentary biological weapons program from a biological weapons program that is capable of killing hundreds of thousands of people.
Misconceptions About Biological Weapons

There are many misconceptions involving biological weapons. The three most common are that they are easy to obtain, that they are easy to deploy effectively, and that, when used, they always cause massive casualties.

While it is certainly true that there are many different types of actors who can easily gain access to rudimentary biological agents, there are far fewer actors who can actually isolate virulent strains of the agents, weaponize them and then effectively employ these agents in a manner that will realistically pose a significant threat of causing mass casualties. While organisms such as anthrax are present in the environment and are not difficult to obtain, more highly virulent strains of these tend to be far more difficult to locate, isolate and replicate. Such efforts require highly skilled individuals and sophisticated laboratory equipment.

Even incredibly deadly biological substances such as ricin [5] and botulinum toxin are difficult to use in mass attacks. This difficulty arises when one attempts to take a rudimentary biological substance and then convert it into a weaponized form — a form that is potent enough to be deadly and yet readily dispersed. Even if this weaponization hurdle can be overcome, once developed, the weaponized agent must then be integrated with a weapons system that can effectively take large quantities of the agent and evenly distribute it in lethal doses to the intended targets.

During the past several decades in the era of modern terrorism, biological weapons have been used very infrequently and with very little success. This fact alone serves to highlight the gap between the biological warfare misconceptions and reality. Militant groups desperately want to kill people and are constantly seeking new innovations that will allow them to kill larger numbers of people. Certainly if biological weapons were as easily obtained, as easily weaponized and as effective at producing mass casualties as commonly portrayed, militant groups would have used them far more frequently than they have.
Militant groups are generally adaptive and responsive to failure. If something works, they will use it. If it does not, they will seek more effective means of achieving their deadly goals. A good example of this was the rise and fall of the use of chlorine [6] in militant attacks in Iraq.

Status quo measures already neutralized the threat
Stratfor 8, (“Busting the Anthrax Myth,” July 30, http://www.stratfor.com/print/120756) 
Aum Shinrikyo’s team of highly trained scientists worked under ideal conditions in a first-world country with a virtually unlimited budget. They were able to travel the world in search of deadly organisms and even received technical advice from former Soviet scientists. The team worked in large, modern laboratory facilities to produce substantial quantities of biological weapons. They were able to operate these facilities inside industrial parks and openly order the large quantities of laboratory equipment they required. Yet, in spite of the millions of dollars the group spent on its biological weapons program — and the lack of any meaningful interference from the Japanese government — Aum still experienced problems in creating virulent biological agents and also found it difficult to dispense those agents effectively.
Today, al Qaeda finds itself operating in a very different environment than that experienced by Aum Shinrikyo in 1993. At that time, nobody was looking for Aum or its biological and chemical weapons program. By contrast, since the Sept. 11 attacks, the United States and its allies have actively pursued al Qaeda leaders and sought to dismantle and defang the organization. The United States and its allies have focused a considerable amount of resources in tracking and disassembling al Qaeda’s chemical and biological warfare efforts. The al Qaeda network has had millions of dollars of its assets seized in a number of countries, and it no longer has the safe haven of Afghanistan from which to operate. The chemical and biological facilities the group established in the 1990s in Afghanistan — such as the Deronta training camp, where cyanide and other toxins were used to kill dogs, and a crude anthrax production facility in Kandahar — have been found and destroyed by U.S. troops.
Operating in the badlands along the Pakistani-Afghan border, al Qaeda cannot easily build large modern factories capable of producing large quantities of agents or toxins. Such fixed facilities are expensive and consume a lot of resources. Even if al Qaeda had the spare capacity to invest in such facilities, the fixed nature of them means that they could be compromised and quickly destroyed by the United States.
If al Qaeda could somehow create and hide a fixed biological weapons facility in Pakistan’s Federally Administered Tribal Areas or North-West Frontier Province, it would still face the daunting task of transporting large quantities of biological agents from the Pakistani badlands to targets in the United States or Europe. Al Qaeda operatives certainly can create and transport small quantities of these compounds, but not enough to wreak the kind of massive damage it desires.
Al Qaeda’s lead chemical and biological weapons expert, Midhat Mursi al-Sayid Umar, also known as Abu Khabab al-Masri, was reportedly killed on July 28, 2008, by a U.S. missile strike on his home in Pakistan. Al-Sayid, who had a $5 million dollar bounty on his head, was initially reported to have been one of those killed in the January 2006 strike in Damadola [9]. If he was indeed killed, his death should be another significant blow to the group’s biological warfare efforts.
Of course, we must recognize that the jihadist threat goes just beyond the al Qaeda core. As we have been writing for several years now, al Qaeda has undergone a metamorphosis [10] from a smaller core group of professional operatives into an operational model that encourages independent grassroots jihadists to conduct attacks. The core al Qaeda group, through men like al-Sayid, has published manuals in hard copy and on the Internet that provide instructions on how to manufacture rudimentary biological weapons.

It is our belief that independent jihadist cells and lone-wolf jihadists will almost certainly attempt to brew up some of the recipes from the al Qaeda cookbook. There also exists a very real threat that a jihadist sympathizer could obtain a small quantity of deadly biological organisms by infiltrating a research facility.

This means that we likely will see some limited attempts at employing biological weapons. That does not mean, however, that such attacks will be large-scale or create mass casualties.

China

2nc no Russia China

Fear of escalation is a trump card

Moritary, 2004
Tom Moriarty, military intelligence analyst for the U.S. Air Force. 9/22/04, World Affairs

However, the Soviet Union ultimately chose to forgo a preemptive attack and attempted to defuse tensions through diplomatic channels. Numerous reasons led Soviet leaders to decide against preemptive attack. The main reason was the Soviet Union's fear that even if they could destroy all of China's nuclear weapons capability (which, in itself, was a big assumption), they feared a conventional attack by China. Like the United States during the Cuban missile crisis, the Soviet Union understood that they would lose the ability to prevent the crisis from escalating into a full-blown war. Soviet leaders grew concerned that China would respond with a prolonged people's war against the Soviet Union. Knowing that a prolonged war against a country with more than one billion people and a proven resiliency would exhaust the Soviet Union and would require forces to be withdrawn from Eastern Europe, Soviet leaders chose to ignore the Chinese provocations and let the confrontation defuse naturally. (12)

No scenario – border disputes resolved and cooperation in the status quo

New York Times, 4

[10/15/4,“Putin and Hu resolve border disputes,” http://www.nytimes.com/2004/10/14/world/asia/14iht-putin.html]

China and Russia settled the last of their decades-old border disputes Thursday during a visit to Beijing by President Vladimir Putin, signing an agreement fixing their 2,700-mile-long border for the first time. The struggle over the 4,300-kilometer border resulted in violent clashes in the 1960s and 1970s, when strained Sino-Soviet relations were at their most acrimonious, feeding fears abroad that the conflict could erupt into nuclear war. Beijing and Moscow had reached agreements on individual border sections as relations warmed in the past decade. But a stretch of river and islands along China's northeastern border with Russia's Far East had remained in dispute. Foreign Minister Li Zhaoxing of China and his Russian counterpart, Sergey Lavrov, signed the final agreement at a ceremony in the Great Hall of the People in central Beijing. Putin and President Hu Jintao of China attended the event. "We have found a solution to the border issue which allows us to have closer cooperation with regards to development of natural resources, environmental protection and economic issues," Putin said. The two governments didn't immediately release details of the final agreement. However, in a joint statement, Hu and Putin said the accord would "create more favorable conditions for the long-term, healthy and stable development of China-Russia strategic partnership of cooperation." "It means an important contribution to the security and stability of the Asia-Pacific region and the world at large," it said. The border tug-of-war reaches back centuries to the competition for territory as imperial China and czarist Russia expanded toward each other. At one point, the Soviet Union was believed to have as many as 700,000 troops on the border, facing as many as one million soldiers from China's People's Liberation Army. The two countries signed 13 agreements Thursday after the meeting between Putin and Hu, including a joint declaration signed by Hu and Putin in which they supported a common, tough position against terrorism. "There is no place for double standards in the struggle against terrorism. International terrorism can be only exterminated by joint efforts of all states," the declaration said."The authors of terrorist acts as well as those who inspire them and finance them should not escape responsibility." Rebels in Russia's Chechnya and China's mostly Muslim region of Xinjiang "are part of international terrorism," it said."They should become a target of the joint antiterrorist struggle by the international community." 

Ext. No East Asia War

Informal processes maintain peace

Weissmann 9 --- senior fellow at the Swedish School of Advanced Asia Pacific Studies (Mikael Weissmann, “Understanding the East Asian Peace: Some Findings on the Role of Informal Processes,” Nordic Asia Research Community, November 2, 2009, http://barha.asiaportal.info/blogs/in-focus/2009/november/understanding-east-asian-peace-some-findings-role-informal-processes-mi) 

The findings concerning China’s role in keeping peace in the Taiwan Strait, the South China Sea, and on the Korean Peninsula confirm the underlying hypothesis that various informal processes and related mechanisms can help explain the relative peace. Virtually all of the identified processes and related mechanisms have been informal rather than formal. It should be noted that it is not necessarily the same types of processes that have been of importance in each and every case. In different ways these informal processes have demonstrated that the relative lack of formalised security structures and/or mechanisms have not prevented the region from moving towards a stable peace. Informal processes have been sufficient both to prevent tension and disputes from escalating into war and for moving East Asia towards a stable peace. 
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Turns and solves China

Brown, Lowy Institute for International Policy, 1/8/2013

(James, “Chuck Hagel and the Asia pivot,” http://www.lowyinterpreter.org/post/2013/01/08/Chuck-Hagel-and-the-Asia-pivot.aspx)

Hagel's views on strategic competition with China are moderate. This may give succour to Australian defence leaders (including the Minister and the CDF, General Hurley) concerned that US rhetoric on China has been overblown. Hagel called US rhetoric on China 'overheated' eight years ago and though he's no stranger to standing up to bullies, he has called for a more nuanced approach to China which de-emphasises military competition: 'We are far more likely to live peacefully and influence China if we are bound by strong economic ties and mutual geopolitical interests'. Hagel's combat experience in Vietnam and his status as the first enlisted soldier to be Secretary of Defense will reassure a US military soon to go through morale-sapping austerity measures and a transition from Afghanistan. Military service is becomingly increasingly rare in US political life. Just 19% of the 113th Congress are veterans, the lowest percentage since the end of World War II. Hagel has spoken often on misunderstanding the threat of war ('Very few people know much about war, very few are touched by it') and his views on the limitations of military force are widely known. Hagel is likely to enthusiastically pursue burden sharing in Asia with allies that have mutual security goals. He has emphasised 'development of seamless networks of intelligence gathering and sharing, and strengthening alliances, diplomatic cooperation, trade and development'. That puts him broadly in sync with Obama's plans for the US pivot to Asia. What is uncertain is just how tough Hagel might be on allies who don't pull their weight in burden-sharing arrangements.

Turns warming and causes extinction 

Robock, 2009
Alan Robock, Professor of Climatology at Rutgers, 1-6-2009, “Nuclear Winter,” Encyclopedia of Earth, http://www.eoearth.org/article/Nuclear_winter

Nuclear winter is a theory based on computer model calculations. Normally, scientists test theories by doing experiments, but we never want to do this experiment in the real world. Thus we look for analogs that can inform us of parts of the theory. And there are many such analogs that convince us that the theory is correct:      * Cities burning. Unfortunately, we have several examples of cities burning, firestorms created by the intense release of energy, and smoke being pumped into the upper atmosphere. These include San Francisco as a result of the earthquake in 1906, and cities bombed in World War II, including Tokyo, Dresden, Hamburg, Darmstadt, Hiroshima, and Nagasaki.     * The seasonal cycle. In the winter, the climate is cooler, because the days are shorter and sunlight is less intense. Again, this helps us quantify the effects of reduction of solar radiation.     * The diurnal cycle. At night the Sun sets and it gets cold at the surface. If the Sun did not rise tomorrow, we already have an intuitive feel for how much cooling would take place and how fast it would cool.     * Volcanic eruptions. Explosive volcanic eruptions, such as those of Tambora in 1815, Krakatau in 1883 and Pinatubo in 1991, provide several lessons. The resulting sulfate aerosol cloud in the stratosphere is transported around the world by winds, thus supporting the results from the animations above. The surface temperature plummets after each large eruption, in proportion to the thickness of the stratospheric cloud. In fact 1816, following Tambora, is known as the "Year Without a Summer," with global cooling and famine. Following the Pinatubo eruption, global precipitation, river flow, and soil moisture all reduced, since cooling the planet by blocking sunlight has a strong effect on reducing evaporation and weakening the hydrologic cycle. This is also what the nuclear winter simulations show.     * Forest fires. Smoke from large forest fires sometimes is injected into the lower stratosphere. And the smoke is transported around the world, also producing cooling under the smoke.     * Dust storms on Mars. Occasionally, dust storms start in one region of Mars, but the dust is heated by the Sun, lofted into the upper atmosphere, and transported around the planet to completely enshroud it in a dust blanket. This process takes a couple weeks, just like our computer simulations for the nuclear winter smoke.     * Extinction of the dinosaurs. 65,000,000 years ago an asteroid or comet smashed into the Earth in southern Mexico. The resulting dust cloud, mixed with smoke from fires, blocked out the Sun, killing the dinosaurs, and starting the age of mammals. This Cretaceous-Tertiary (K-T) extinction may have been exacerbated by massive volcanism in India at the same time. This teaches us that large amounts of aerosols in Earth's atmosphere have caused massive climate change and extinction of species. The difference with nuclear winter is that the K-T extinction could not have been prevented. 

Doesn’t have to escalate to access the impact

Toon et al 7 (Owen B. Toon and Charles Bardeen, Department of Atmospheric and Oceanic Sciences, Laboratory for Atmospheric and Space Physics, University of Colorado, Boulder; Alan Robock, Luke Oman, and Stenchikov, Department of Environmental Sciences, Rutgers University; Richard P. Turco, Department of Atmospheric and Oceanic Sciences, University of California, Los Angeles, “NUCLEAR WAR: Consequences of Regional-Scale Nuclear Conflicts,” Science, Vol. 315. no. 5816, 3-2-2007, p.1224-1225, HighWire)
The world may no longer face a serious threat of global nuclear warfare, but regional conflicts continue. Within this milieu, acquiring nuclear weapons has been considered a potent political, military, and social tool (1-3). National ownership of nuclear weapons offers perceived international status and insurance against aggression at a modest financial cost. Against this backdrop, we provide a quantitative assessment of the potential for casualties in a regional-scale nuclear conflict, or a terrorist attack, and the associated environmental impacts (4, 5). Eight nations are known to have nuclear weapons. In addition, North Korea may have a small, but growing, arsenal. Iran appears to be seeking nuclear weapons capability, but it probably needs several years to obtain enough fissionable material. Of great concern, 32 other nations--including Brazil, Argentina, Japan, South Korea, and Taiwan--have sufficient fissionable materials to produce weapons (1, 6). A de facto nuclear arms race has emerged in Asia between China, India, and Pakistan, which could expand to include North Korea, South Korea, Taiwan, and Japan (1). In the Middle East, a nuclear confrontation between Israel and Iran would be fearful. Saudi Arabia and Egypt could also seek nuclear weapons to balance Iran and Israel. Nuclear arms programs in South America, notably in Brazil and Argentina, were ended by several treaties in the 1990s (6). We can hope that these agreements will hold and will serve as a model for other regions, despite Brazil's new, large uranium enrichment facilities. Nuclear arsenals containing 50 or more weapons of low yield [15 kilotons (kt), equivalent to the Hiroshima bomb] are relatively easy to build (1, 6). India and Pakistan, the smallest nuclear powers, probably have such arsenals, although no nuclear state has ever disclosed its inventory of warheads (7). Modern weapons are compact and lightweight and are readily transported (by car, truck, missile, plane, or boat) (8). The basic concepts of weapons design can be found on of the Internet. The only serious obstacle to constructing a bomb is the limited availability of purified fissionable fuels. There are many political, economic, and social factors that could trigger a regional-scale nuclear conflict, plus many scenarios for the conduct of the ensuing war. We assumed (4) that the densest population centers in each country--usually in megacities--are attacked. We did not evaluate specific military targets and related casualties. We considered a nuclear exchange involving 100 weapons of 15-kt yield each, that is, ~0.3% of the total number of existing weapons (4). India and Pakistan, for instance, have previously tested nuclear weapons and are now thought to have between 109 and 172 weapons of unknown yield (9). Fatalities were estimated by means of a standard population database for a number of countries that might be targeted in a regional conflict (see figure, above). For instance, such an exchange between India and Pakistan (10) could produce about 21 million fatalities--about half as many as occurred globally during World War II. The direct effects of thermal radiation and nuclear blasts, as well as gamma-ray and neutron radiation within the first few minutes of the blast, would cause most casualties. Extensive damage to infrastructure, contamination by long-lived radionuclides, and psychological trauma would likely result in the indefinite abandonment of large areas leading to severe economic and social repercussions. Fires ignited by nuclear bursts would release copious amounts of light-absorbing smoke into the upper atmosphere. If 100 small nuclear weapons were detonated within cities, they could generate 1 to 5 million tons of carbonaceous smoke particles (4), darkening the sky and affecting the atmosphere more than major volcanic eruptions like Mt. Pinatubo (1991) or Tambora (1815) (5). Carbonaceous smoke particles are transported by winds throughout the atmosphere but also induce circulations in response to solar heating. Simulations (5) predict that such radiative-dynamical interactions would loft and stabilize the smoke aerosol, which would allow it to persist in the middle and upper atmosphere for a decade. Smoke emissions of 100 low-yield urban explosions in a regional nuclear conflict would generate substantial global-scale climate anomalies, although not as large as in previous "nuclear winter" scenarios for a full-scale war (11, 12). However, indirect effects on surface land temperatures, precipitation rates, and growing season lengths (see figure, below) would be likely to degrade agricultural productivity to an extent that historically has led to famines in Africa, India, and Japan after the 1783-1784 Laki eruption (13) or in the northeastern United States and Europe after the Tambora eruption of 1815 (5). Climatic anomalies could persist for a decade or more because of smoke stabilization, far longer than in previous nuclear winter calculations or after volcanic eruptions. Studies of the consequences of full-scale nuclear war show that indirect effects of the war could cause more casualties than direct ones, perhaps eliminating the majority of the world's population (11, 12). Indirect effects such as damage to transportation, energy, medical, political, and social infrastructure could be limited to the combatant nations in a regional war. However, climate anomalies would threaten the world outside the combat zone. The predicted smoke emissions and fatalities per kiloton of explosive yield are roughly 100 times those expected from estimates for full-scale nuclear attacks with high-yield weapons (4). Unfortunately, the Treaty on Non-Proliferation of Nuclear Weapons has failed to prevent the expansion of nuclear states. A bipartisan group including two former U.S. secretaries of state, a former secretary of defense, and a former chair of the Senate Armed Services Committee has recently pointed out that nuclear deterrence is no longer effective and may become dangerous (3). Terrorists, for instance, are outside the bounds of deterrence strategies. Mutually assured destruction may not function in a world with large numbers of nuclear states with widely varying political goals and philosophies. New nuclear states may not have well-developed safeguards and controls to prevent nuclear accidents or unauthorized launches. This bipartisan group detailed numerous steps to inhibit or prevent the spread of nuclear weapons (3). Its list, with which we concur, includes removing nuclear weapons from alert status to reduce the danger of an accidental or unauthorized use of a nuclear weapon; reducing the size of nuclear forces in all states; eliminating tactical nuclear weapons; ratifying the Comprehensive Test Ban Treaty worldwide; securing all stocks of weapons, weapons-usable plutonium, and highly enriched uranium everywhere in the world; controlling uranium enrichment along with guaranteeing that uranium for nuclear power reactors could be obtained from controlled international reserves; safeguarding spent fuel from reactors producing electricity; halting the production of fissile material for weapons globally; phasing out the use of highly enriched uranium in civil commerce and research facilities and rendering the materials safe; and resolving regional confrontations and conflicts that give rise to new nuclear powers. The analysis summarized here shows that the world has reached a crossroads. Having survived the threat of global nuclear war between the superpowers so far, the world is increasingly threatened by the prospects of regional nuclear war. The consequences of regional-scale nuclear conflicts are unexpectedly large, with the potential to become global catastrophes. The combination of nuclear proliferation, political instability, and urban demographics may constitute one of the greatest dangers to the stability of society since the dawn of humans.
AT Uniqueness overwhelms

More evidence—Hagel has the votes now, but the plan definitively collapses his confirmation—there’s no margin for error 
Todd, NBC News, 1/8/2013

(Chuck, http://firstread.nbcnews.com/_news/2013/01/08/16412788-first-thoughts-no-margin-for-error-in-hagel-nomination?lite)

*** No margin for error in Hagel nomination: Yesterday’s official rollout of Chuck Hagel for defense secretary went about as well as it could have for the Obama White House. Statements of praise for Hagel by folks like Colin Powell and Robert Gates? Check. A statement of past praise from John McCain (who said in 2006 Hagel would make a “great secretary of state”), even though McCain is now taking a skeptical look at the nominee? Check. And getting Chuck Schumer, perhaps the Democratic senator with the most reservations about Hagel, to issue a non-committal statement? Check. So the White House feels pretty good about where things stand, although this won’t be an easy fight. Yet what Team Obama can’t afford is any new negative information, any other shoe to drop. Bottom line: There is no margin for error from this point onward. Hagel’s support, at best, in the Senate is an inch deep and that “inch” would get him the votes he needs. But it wouldn’t take much for the bottom to, well, fall out. This is going to be a precarious few weeks. Very few senators are in D.C. right now, so the interest groups will be front and center. Hagel needs his confirmation hearing sooner, rather than later, but right now, it’s unclear when those hearings will be scheduled. Hagel also needs FACE time with senators, and he won’t have that opportunity for a good week or so.

AT Wind PTC

Wind PTC doesn’t trigger the link—it was part of fiscal cliff negotiations causing it to not be perceived, and part of an overall package that politicians had to swallow

David Roberts, Grist, 1/2/13, Fiscal fiasco bright spot: 2013 will be a huge year for wind , grist.org/climate-energy/fiscal-fiasco-bright-spot-2013-will-be-a-huge-year-for-wind/
You have probably heard by now that Congress has voted through a bill that will avert the absurdly named “fiscal cliff.” I’ll leave it to other blogs to get into the details. (Suzy Khimm has a nice rundown.) I’ll also leave it to others to lament the absurd way in which this country is governed. I just want to focus on one bright spot that hasn’t gotten much coverage. Part of the bill was a one-year extension of several stimulus tax credits. Among them was the production tax credit (PTC) that is so crucial to the wind industry and for which it has been fighting over the past year. One-year extensions are, admittedly, an absurd way to run energy policy. And yes, there are many ways the PTC could be improved — most notably by transforming it into a system of cash grants. Yes, this fight will reoccur and we’ll probably end up with something like the five-year phaseout of the PTC proposed by the (rather hapless) American Wind Energy Association. Nonetheless, there’s more here than meets the eye. To see why, we have to back up a bit. In August, the Senate Finance Committee passed a tax-extenders bill that would extend some temporary tax credits and phase out others. That bill called for extending the PTC, but also altering it in a crucial way, in response to lobbying from wind (and, oddly enough, biomass) companies. Traditionally, PTC money is available to a wind project only once it is up and running, putting electricity on the wires. That’s why so many wind projects raced to finish in 2012, when it looked like the PTC would expire. The Finance Committee bill changed the PTC so that the money would be available to any wind project that breaks ground in the calendar year. That allows projects to be built (and financed) over longer periods of time without worrying about losing the tax incentive. I’ve heard informal estimates that one year of this kind of PTC is worth two or three years of the conventional PTC. And it’s the Finance Committee’s version that ended up in the Senate compromise bill the House grudgingly passed last night. So that’s the PTC in effect for 2013.

Link

Nedler just says it doesn’t go through congress—magnifies our link argument

Thomas McGarity, Endowed Chair in Administrative Law, University of Texas School of Law, May 2012, ARTICLE: ADMINISTRATIVE LAW AS BLOOD SPORT: POLICY EROSION IN A HIGHLY PARTISAN AGE, 61 Duke L.J. 1671
The interchange-fee rulemaking experience illustrates how stakeholders in high-stakes rulemakings have begun going beyond the conventional responses to rulemaking initiatives by adopting a new toolbox of strategies better suited to the deeply divided political economy. If the players on one side of the policy debate perceive that they are unlikely to prevail in the administrative arena, they will move the implementation game to another arena - the White House, a congressional hearing, a political fundraising dinner, a think-tank white paper, talk-radio programs, attack advertising, telephone solicitation and "push polls," or Internet blogs. Many of these new venues were amply used in the battle that accompanied the interchange-fee rulemaking. In addition, although lawyers for the stakeholders employ the careful language of administrative law in arenas in which that language is expected, spokespersons and allies also employ the heated rhetoric of modern political discourse in arenas in which that language is more likely to succeed. This Part probes these, among other, contours of blood-sport rulemaking.

Lynch evidence references no one relevant to congress and here’s the conclusion of the article that says the aff crushes Obama’s political capital

Lynch 2011, Peter, Renewable Energy World contributor, “Feed-in Tariffs: The Proven Road NOT Taken…Why?”, http://www.renewableenergyworld.com/rea/news/article/2011/11/feed-in-tariffs-the-proven-road-not-takenwhy
FITs do not depend on taxpayer contributions (it is not a subsidy) and no new public debt is needed to fund it, which is ideal in the current recession environment. As a result, a FIT program is not as vulnerable to the uncertainty and unpredictability of the political environment. The FIT has proven superior to any other program currently in use around the world, such as subsidies with public money, tendering models and quota models. In fact, since the German’s have launched their FIT program, approximately 35 to 40 counties have followed suit and implemented their own. FITs eliminate uncertainty thereby encouraging private investment, which results in more taxable income from new companies and jobs in the industry. Remember: where widespread uncertainty exists, major investment does not. This is a basic financial concept that the U.S. has failed to understand and address. FITs dramatically reduce government bureaucracy, eliminate red tape and move the process along at a much faster and cheaper rate. Typical power purchase agreements in the U.S. are incredibly complex and require an army of lawyers and engineers — which is both timely and costly for developers/owners. There is a lack of political courage to try something new or allow something that powerful contributors (utilities, fossil fuel companies) do not want to infringe on their businesses and help kick-start a competing industry.

Iowa’s card ends

In the U.S. the typical agreement between a producer and a utility is a minimum of 85 to 100 pages long, in Germany the comparable contract is only two to four pages. The more complex system is not working very well in the U.S., while the simple, transparent system is proven and has been successful for over 10 years in Germany. FITs, by accelerating the development of the renewable energy industry, enhance national security by lessening U.S. dependence on foreign oil and helping to decrease the huge cash drain (approximately $800,000,000 per day in 2010) from buying foreign oil. FITs Are A Proven and Working Worldwide FITs must be carefully designed in order to work effectively. Germany has a 10-year-old model others can reference, and 35 models have been based from it worldwide. Some countries have designed their FITs successfully, and some have not. However the U.S. can learn much from these successes and failures. The most recent, closest and successful of these FIT programs is in the province of Ontario, Canada. FITs are not theories, nor are they the next Solyndra. Opposition to FITs: Opposition Is Talk, FITs Are Fact FITs major opponent is the local electric utility. These utilities argue that FITs work contrary to the market, but most utilities are not market-driven. They are monopolies — monopolies do not respond to market forces. As history has shown, the last thing a monopoly wants is competition in the market. But if one looks at FIT results, especially in another developed country like Germany, the numbers speak for themselves. FITs are far more market-oriented than monopolies. There is a lack of political courage to try something new or allow something that powerful contributors (utilities, fossil fuel companies) do not want to infringe on their businesses and help kick-start a competing industry. Why Germany and Not the U.S.? The primary reason FIT’s are working in Germany and not in the U.S. is the respective mindsets in each of the countries. Germany: Here are two quotes from Willi Voigt, former minister of the German state of Schlexwig-Holsteim, one of the early adopters of FITs. “We decided we will reduce the CO2 until 2020, 40 percent, [and by] 2050 by 80 percent. Then we debated the instruments that could make this possible and decided on feed-in tariffs.” “I hear arguments (spoken in 2009) we discussed in Germany 10 or 15 years ago. It’s the same debate. In Germany, we made a decision; we made a law….the renewable Energy Resources Act (FIT). It worked. You can see the results.” United States: The German’s made a decision that would benefit their citizens and then followed through. The U.S. can’t make a decision — every U.S. President since Richard Nixon has recognized the unsustainable path we are on and has vowed to move toward less oil-dependence. Since those first “vows” our dependency has more than doubled. Opponents of renewables have done a great job in the media to dampen energy awareness and its solution (FITs) from widespread dissemination among the American people. I believe that the majority of the citizens in the U.S. are not aware of our energy problem and how truly serious it is. Americans, it seems to me, have always been reactive (at least in the energy area) and the current situation calls for us to be proactive. We seem to be unable to make that transition. Complacency is always a barrier to change. Just as the captain and crew of the Titanic became complacent when the ship was deemed “unsinkable,” we must not become complacent and ignore what is transparent, proven and obvious: feed-in tariffs.
Plan kills pc and causes a fight– no one supports it

Mulkern 9 –
 (Anne C. March 24th,“Some see daylight at last for U.S. feed-in tariffs” http://www.nytimes.com/gwire/2009/03/24/24greenwire-some-see-daylight-at-last-for-us-feedin-tariff-10271.html?pagewanted=all) 

But feed-in tariffs are controversial. They are blamed for sharply higher electricity prices in countries where they exist. Some question whether Americans accustomed to comparatively low electricity costs would tolerate paying more. Utility companies also argue that they are not needed, since Congress is poised to pass legislation that would set financial penalties for carbon emissions from traditional power sources. And there might not be a political appetite for a fight over a national tariff. It is sensitive enough that the Solar Energy Industries Association's president and spokeswoman did not want to talk about the question of lobbying for it, except to call the tariff "a heavy lift." But Efird said that when the issue came up at the association's board of directors' meeting last month, there was "pretty much a consensus that the political atmosphere at this point would justify us investing some of our resources in a lobbying effort for a feed-in tariff." Since then, a policy task force has been meeting about twice a week, Efird said, "working on the details of what we think the ideal feed-in tariff should look like." 'New ideas take time' Congress does not appear likely to embrace a feed-in tariff anytime soon, however. "There is no interest on the Energy Committee's part to examine the concept of feed-in tariffs," said Bill Wicker, spokesman for the Senate Energy and Natural Resources Committee, the most likely starting place for such discussions. "We believe a better way to accomplish the same goal -- creating a market for renewables -- is with a renewable electricity standard."
Dickinson

Concludes neg
Dickinson 9 (Matthew, professor of political science at Middlebury College. He taught previously at Harvard University, where he also received his Ph.D., working under the supervision of presidential scholar Richard Neustadt, We All Want a Revolution: Neustadt, New Institutionalism, and the Future of Presidency Research, Presidential Studies Quarterly 39 no4 736-70 D 2009)

Small wonder, then, that initial efforts to find evidence of presidential power centered on explaining legislative outcomes in Congress. Because scholars found it difficult to directly and systematically measure presidential influence or "skill," however, they often tried to estimate it indirectly, after first establishing a baseline model that explained these outcomes on other factors, including party strength in Congress, members of Congress's ideology, the president's electoral support and/or popular approval, and various control variables related to time in office and political and economic context. With the baseline established, one could then presumably see how much of the unexplained variance might be attributed to presidents, and whether individual presidents did better or worse than the model predicted. Despite differences in modeling assumptions and measurements, however, these studies came to remarkably similar conclusions: individual presidents did not seem to matter very much in explaining legislators' voting behavior or lawmaking outcomes (but see Lockerbie and Borrelli 1989, 97-106). As Richard Fleisher, Jon Bond, and B. Dan Wood summarized, "[S]tudies that compare presidential success to some baseline fail to find evidence that perceptions of skill have systematic effects" (2008, 197; see also Bond, Fleisher, and Krutz 1996, 127; Edwards 1989, 212).     To some scholars, these results indicate that Neustadt's "president-centered" perspective is incorrect (Bond and Fleisher 1990, 221-23). In fact, the aggregate results reinforce Neustadt's recurring refrain that presidents are weak and that, when dealing with Congress, a president's power is "comparably limited" (Neustadt 1990, 184). The misinterpretation of the findings as they relate to PP stems in part from scholars' difficulty in defining and operationalizing presidential influence (Cameron 2000b; Dietz 2002, 105-6; Edwards 2000, 12; Shull and Shaw 1999). But it is also that case that scholars often misconstrue Neustadt's analytic perspective; his description of what presidents must do to influence policy making does not mean that he believes presidents are the dominant influence on that process. Neustadt writes from the president's perspective, but without adopting a president-centered explanation of power.     Nonetheless, if Neustadt clearly recognizes that a president's influence in Congress is exercised mostly, as George Edwards (1989) puts it, "at the margins," his case studies in PP also suggest that, within this limited bound, presidents do strive to influence legislative outcomes. But how? Scholars often argue that a president's most direct means of influence is to directly lobby certain members of Congress, often through quid pro quo exchanges, at critical junctures during the lawmaking sequence. Spatial models of legislative voting suggest that these lobbying efforts are most effective when presidents target the median, veto, and filibuster "pivots" within Congress. This logic finds empirical support in vote-switching studies that indicate that presidents do direct lobbying efforts at these pivotal voters, and with positive legislative results. Keith Krehbiel analyzes successive votes by legislators in the context of a presidential veto and finds "modest support for the sometimes doubted stylized fact of presidential power as persuasion" (1998,153-54). Similarly, David Brady and Craig Volden look at vote switching by members of Congress in successive Congresses on nearly identical legislation and also conclude that presidents do influence the votes
 of at least some legislators (1998, 125-36). In his study of presidential lobbying on key votes on important domestic legislation during the 83rd (1953-54) through 108th (2003-04) Congresses, Matthew Beckman shows that in addition to these pivotal voters, presidents also lobby leaders in both congressional parties in order to control what legislative alternatives make it onto the congressional agenda (more on this later). These lobbying efforts are correlated with a greater likelihood that a president's legislative preferences will come to a vote (Beckmann 2008, n.d.).     In one of the most concerted efforts to model how bargaining takes place at the individual level, Terry Sullivan examines presidential archives containing administrative headcounts to identify instances in which members of Congress switched positions during legislative debate, from initially opposing the president to supporting him in the final roll call (Sullivan 1988,1990,1991). Sullivan shows that in a bargaining game with incomplete information regarding the preferences of the president and members of Congress, there are a number of possible bargaining outcomes for a given distribution of legislative and presidential policy preferences. These outcomes depend in part on legislators' success in bartering their potential support for the president's policy for additional concessions from the president. In threatening to withhold support, however, members of Congress run the risk that the president will call their bluff and turn elsewhere for the necessary votes. By capitalizing on members' uncertainty regarding whether their support is necessary to form a winning coalition, Sullivan theorizes that presidents can reduce members of Congress's penchant for strategic bluffing and increase the likelihood of a legislative outcome closer to the president's preference. "Hence, the skill to bargain successfully becomes a foundation for presidential power even within the context of electorally determined opportunities," Sullivan concludes (1991, 1188).     Most of these studies infer presidential influence, rather than measuring it directly (Bond, Fleisher, and Krutz 1996,128-29; see also Edwards 1991). Interestingly, however, although the vote "buying" approach is certainly consistent with Neustadt's bargaining model, none of his case studies in PP show presidents employing this tactic. The reason may be that Neustadt concentrates his analysis on the strategic level: "Strategically the question is not how he masters Congress in a peculiar instance, but what he does to boost his mastery in any instance" (Neustadt 1990, 4). For Neustadt, whether a president's lobbying efforts bear fruit in any particular circumstance depends in large part on the broader pattern created by a president's prior actions when dealing with members of Congress (and "Washingtonians" more generally). These previous interactions determine a president's professional reputation--the "residual impressions of [a president's] tenacity and skill" that accumulate in Washingtonians' minds, helping to "heighten or diminish" a president's bargaining advantages. "Reputation, of itself, does not persuade, but it can make persuasions easier, or harder, or impossible" (Neustadt 1990, 54).
AT winners Win

Doesn’t win on energy policy

Matthew N. Eisler, Research Fellow at the Center for Contemporary History and Policy at the Chemical Heritage Foundation, 12 [“Science, Silver Buckshot, and ‘All of The Above’” Science Progress, April 2, http://scienceprogress.org/2012/04/science-silver-buckshot-and-%E2%80%9Call-of-the-above%E2%80%9D/]

Conservatives take President Obama’s rhetoric at face value. Progressives see the president as disingenuous. No doubt White House planners regard delaying the trans-border section of the Keystone XL pipeline and approving the Gulf of Mexico portion as a stroke of savvy realpolitik, but one has to wonder whether Democratic-leaning voters really are as gullible as this scheme implies. And as for the president’s claims that gasoline prices are determined by forces beyond the government’s control (speculation and unrest in the Middle East), it is probably not beyond the capacity of even the mildly educated to understand that the administration has shown little appetite to reregulate Wall Street and has done its part to inflate the fear premium through confrontational policies in the Persian Gulf. Committed both to alternative energy (but not in a rational, comprehensive way) and cheap fossil fuels (but not in ways benefiting American motorists in an election year), President Obama has accrued no political capital from his energy policy from either the left or the right by the end of his first term. The president long ago lost the legislative capacity for bold action in practically every field, including energy, but because the GOP’s slate of presidential candidates is so extraordinarily weak in 2012, he may not need it to get re-elected. At least, that is the conventional wisdom in Democratic circles. Should President Obama win a second term, Congress is likely to be even more hostile than in his first term, as in the Clinton years. And as in the Clinton years, that will probably mean four more years of inaction and increased resort to cant.
Obama’s Velcro---only blame stick to him---means winners lose---healthcare proves

Nicholas & Hook 10 Peter and Janet, Staff Writers – LA Times, “Obama the Velcro president”, LA Times, 7-30, http://articles.latimes.com/2010/jul/30/nation/la-na-velcro-presidency-20100730/3

If Ronald Reagan was the classic Teflon president, Barack Obama is made of Velcro. Through two terms, Reagan eluded much of the responsibility for recession and foreign policy scandal. In less than two years, Obama has become ensnared in blame. Hoping to better insulate Obama, White House aides have sought to give other Cabinet officials a higher profile and additional public exposure. They are also crafting new ways to explain the president's policies to a skeptical public. But Obama remains the colossus of his administration — to a point where trouble anywhere in the world is often his to solve. The president is on the hook to repair the Gulf Coast oil spill disaster, stabilize Afghanistan, help fix Greece's ailing economy and do right by Shirley Sherrod, the Agriculture Department official fired as a result of a misleading fragment of videotape. What's not sticking to Obama is a legislative track record that his recent predecessors might envy. Political dividends from passage of a healthcare overhaul or a financial regulatory bill have been fleeting. Instead, voters are measuring his presidency by a more immediate yardstick: Is he creating enough jobs? So far the verdict is no, and that has taken a toll on Obama's approval ratings. Only 46% approve of Obama's job performance, compared with 47% who disapprove, according to Gallup's daily tracking poll. "I think the accomplishments are very significant, but I think most people would look at this and say, 'What was the plan for jobs?' " said Sen. Byron L. Dorgan (D-N.D.). "The agenda he's pushed here has been a very important agenda, but it hasn't translated into dinner table conversations."

